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1.
Introduction

This document describes the design methodology and coverage of test vectors for the AMR VAD (Voice Activity Detector) option 2.

2.
Design methodology

As noted in [1], the testing of the VAD algorithm through the use of I/O test vectors is difficult because the only observable output of the VAD “black box” is the VAD_flag itself.  So unlike the speech coder functions, which produce several fields of parameterised data comprising as many as 244 bits on a frame-by-frame basis, the VAD function produces only a single bit per frame as output.

Basically, there are no guarantees that any “reasonable length” vectors can cover 100% of all functionality.  Anyone who has ever implemented a bit-exact codec knows this.  No matter how extensive a test database, it always seems possible to find an input in which an internal state of the system under test can differ from the master, and the corresponding output is nevertheless bit-exact to the provided test vectors.  It is also common for all test vectors to pass the bit-exactness criteria, but when some alternate signal is used for testing, the outputs do not match.

Therefore, it is common in bit-exact codec development to subsidise the testing and verification of an implementation with an alternate database in which the test vectors are generated by the manufacturer using the master C codec, and then using those vectors to test the implementation.  For example, for VAD testing, once the basic test vectors have passed, it would be a common practice to further test the implementation by running all AMR speech coder vectors through the bit-exact C code (with the VAD ON), and then using those outputs to test the VAD implementation.  This, in effect, will increase the confidence of the manufacturer that they have implemented the VAD algorithm correctly.

But despite this difficulty of having only a single bit as output from the VAD algorithm, it is still possible to design a set of test vectors that provide reasonable coverage of the key functions of the VAD algorithm without an excessively large test vector database.  By “reasonable coverage”, we mean that:

a) basic VAD functionality is tested (at “barely detectable” limits),

b) all VAD code branches are covered 100%,

c) all VAD table values are read at least once,

d) various "exception" cases (high level input, all zeros input, etc.) are tested in the appropriate context,

e) interfaces to the AMR speech coder are exercised, and

f) various comfort noise generation patterns are tested.

Given this, the general philosophy behind the test vector generation for the VAD Option 2 has been to provide a variety of signals that cause the VAD output (VAD_flag) to change state as frequently as possible, so that the chances of replicating such transitions by a defective implementation are minimised.  In other words, a simple speech input signal may generate only a few VAD transitions in a 600 frame test vector, which may be capable of being replicated by a seriously flawed implementation.  If, however, a particular input test vector caused 100 or more transitions over the same 600 frames, one can intuitively see that the chances of replicating this sequence by “accident” are greatly reduced.  Furthermore, if the transitions were necessarily close to internal thresholds of operation, the confidence in the implementation would be increased even more.

3. Discussion and analysis of VAD Option 2 input sequences

This section discusses the details of the specific coverage associated with each of the test sequences, and provides descriptions of the purpose of individual passages within the sequences.

In the discussion of each test sequence, a series of plots are provided to aid in understanding of the purpose of the each test vector, and to clearly show the response of the VAD Option 2 algorithm.  The plots for each test sequence include:

1) Time domain sequence –- a plot of the sequence as a function of sample number (time)

2) Spectrogram – the amplitude (colour) as a function of frequency in Hz (y-axis) and frame number (x-axis)

3) Energy – the energy of the sequence (in dBov) as a function of frame number (time)

4) VAD flag – the VAD response (1 active, 0 inactive) to the respective input sequence as a function of frame number (time)

3.1 Dt21.inp
The main purpose of the Dt21.inp sequence is to test the channel energy and noise estimators of the VAD Option 2 algorithm and the center frequencies of the various frequency channels.  The channels are formed by combining elements of the frequency domain FFT “bins” in a manner that mimics the bandwidths of the critical bands of hearing.  The intent is to test the noise and channel energy estimators by synthesising increasing amplitude sinewaves (in the presence of noise) at the center frequencies of each of the channels, until the VAD decision is just barely activated, and then removing the sinewave before the VAD hangover period is initiated.  This process is repeated for each of the 16 frequency channels, and for three different noise levels, and is shown in Figure 1 corresponding approximately to frames 50 through 660.  During this 610 frame period, there are 96 VAD transitions, which demonstrates adherence to the design methodology presented in section 2.0.

The first 50 frames are used to test sinewave initialisation and all zeros input (minimum channel energy estimates).

The final sequence (frames 660 until EOF) are used to test the dynamic range of the VAD algorithm.  More specifically, there is a simple state machine within the VAD algorithm, which keeps track of the overall scaling of the channel energy estimates.  This allows greater than 32 bit dynamic range of the channel energy estimates, but at the cost of shifting the estimates dynamically depending on the input signal.  For these frames, very high amplitude sinewaves are generated at the channel center frequencies at very high SNR’s, causing internal state changes of the energy estimates.  As the signal progresses, the amplitude of the sinewaves are diminished, and the noise floor is increased.  This has the effect of reducing the SNR, and by the end of the sequence, the noise has increased so rapidly that the noise estimator has fallen behind and the SNR estimate is too high.  This makes the VAD detection threshold too high, which results in the last two sinewave pulses being undetected.  This behaviour is difficult to replicate with a non-bit-exact implementation.

3.2 Dt22.inp

Figure 2 shows the detailed response of the VAD Option 2 to the test signal Dt22.inp, using the 12.2 kbps mode of operation.  For this particular file, output test vectors are provided for all AMR codec modes because of various interfaces to the speech coder open-loop pitch predictor.  Basically, the VAD Option 2 variable LTP_flag is based on the open-loop pitch predictor, and that signal can be different depending on the current mode of operation.  Furthermore, there is a long duration of VAD inactivity in which the noise spectral characteristic changes quite dramatically.  This is used to verify DTX/comfort noise generation of each of the AMR codec modes.  These, and other, sequences are discussed in detail below.

Referring to Figure 2, 125 frames or so are used to test the Negative SNR Bias Estimator.  This is accomplished by modulating the noise floor (to produce short term negative SNR’s), and observing the response to increasing amplitude sinewaves at the channel center frequencies.  Here, the response of the VAD decision is delayed slightly because the noise floor is fluctuating abruptly.  That is, the design of the VAD decision is such that the sensitivity is reduced during non-stationary background noise in order to reduce the occurrence of false positives.

Frames 125 through 200 are used simply to test the limits of the noise tracking.  In this example, there are several spurious activations that may be difficult to replicate with a flawed implementation.  This leads in to a stepped-up stationary noise (frames 200 to 250) in which the Spectral Deviation Estimator forces a background noise update as a result of the sudden background noise increase being misclassified as voice.

Frames 250 through 375 are used to verify the DTX/comfort noise generation by forcing the modelling of a rapidly changing frequency spectrum when the VAD decision is inactive.

Next, a low frequency pulse train plus low frequency noise is used to test the feedback path of the speech coder, through the use of the LTP_flag.  In this case, the signal is stationary and non-sinusoidal, so that the VAD itself would classify this type of signal as “noise”.  However, the LTP_flag feedback (which is slightly different for some of the AMR codec modes) prevents the update of the background noise estimate, thus the signal is justly classified as “voice”.

Lastly, a series of sinusoids are used to test the ability to detect voice in negative SNR’s.  In this case, the signal consists of moderate levels of low frequency noise together with low level sinusoids at the channel center frequencies.  The signal test the ability of the algorithm to separate frequencies reliably so that the sinewaves are easily detectable as voice, even though the SNR is largely negative.

3.3 Dt23.inp
The main purpose of test vector Dt23.inp (shown in Figure 3) is to verify proper operation at all SNR’s defined by the tables within the VAD Option 2 standard.  Basically, there are 20 quantified SNR values in the table, which contain various voice metric thresholds.  This test vectors exercises all values in the table by applying slowly increasing 1kHz sinewaves to a decreasing white noise floor.  This, in effect, tests the detection thresholds of all representative SNR’s successively.

3.3 Dt24.inp
This test vector is identical to Dtx4.inp for VAD Option 1, and was originally given in [2].  Although there is no specific target coverage for this vector, it contains mostly noisy speech, and is included generally as a low SNR voice detection benchmark.  As can be seen in Figure 4, the AMR VAD Option 2 algorithm extracts even the lowest level speech segments from the middle of the file (frames 320 to 630).
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Figure 1:  Signal Analysis and VAD Response for Dt21.inp
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Figure 2:  Signal Analysis and VAD Response for Dt22.inp
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Figure 3:  Signal Analysis and VAD Response for Dt23.inp
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Figure 4:  Signal Analysis and VAD Response for Dt24.inp

Page 2

