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[bookmark: _Hlk161316726]1. Introduction

This contribution proposes to include an AR profile for the split rendering of AR scenes composed of virtual objects rendered as an overlay to a user’s real environment. A virtual object is anchored to a trackable, where the XR space related to the trackable is the trackable space and the estimated pose of the trackable is the pose of the trackable space.
TS 26.119 [4] provides the necessary information to support the definition of such AR profile in TS 26.565. The proposed AR profile describes the configuration format and the metadata formats to enable the split rendering of an AR application for low capabilities AR devices. 
2. Support from TS 26.119

Document TS 26.119 [4] introduces definitions, capabilities, and formats designed for offloading the rendering process of an AR scene. 
The following definitions in TS 26.119 clause 3 provide support for an AR Profiles. 
· Anchor:  a virtual element for which its position, orientation, scale and other properties are expressed in the trackable space defined by the trackable.  A virtual asset’s position, orientation, scale and other properties are expressed in relation to an anchor.
· Trackable: a real-world object that can be tracked by the XR runtime. Each trackable provides a local reference space, also known as a trackable space, in which an anchor can be expressed.
TS 26.119 [4] clause 4.3.1 defines a “Thin AR glasses” device type 1 that has limited device capabilities (e.g., power, compute) and providing “AR experiences to the user via optical see-through display” where the rendering may be performed remotely “to be able to display complex scene to the user”.
TS 26.119 [4] clause 4.3.2 defines a “AR glasses” device type 2 and states that “remote rendering is not precluded to lower the power consumption on the device or enable the display of scenes beyond the device’s rendering capability”.
Clause 12 of TS 26.119 [4] includes exchange of metadata for split rendering application but TS 26.565 is limited to split rendering based on 2D/3D pixel streaming profiles. The clause 12 expresses the following needs for split rendering: “split rendering applications and immersive communication services may require the UE to share Pose and action information pertaining to the user’s current pose, to their input (e.g. pulling a trigger on the XR controller) or trackable pose”. Sharing pose related to trackable for split rendering relies on offloading the rendering of an AR application.
The pose format clause 12.2 in TS 26.119 also includes a trackableSpaceId field to specifically identify whether the pose is a trackable pose or not. When the trackableSpaceId field is present, the pose is a trackable pose. Otherwise, the pose is a user’s current viewing pose.. 
3. Exemplary use case 

As illustrated in the figure below, a trackable (2D marker type) is associated with an XR space, i.e. the trackable space. The pose for the 2D marker is estimated to provide the trackable pose. The pose of the anchor expressed in trackable space is given by TRS #1. The pose of the AR Asset (Virtual chest) is given by TRS #2, expressed in relation to the anchor. TRS (Translation, Rotation, Scale) corresponds to the position, orientation, and the scale of an object.
[image: A room with a table and chairs

Description automatically generated]

The trackables are described in the MPEG_anchor extension of a scene description file. The MPEG_anchor extension is supported in SD-Rendering-gltf-Ext2 capabilities in clause 9.2 of TS 26.119. 
The MPEG_anchor extension is specified in the ISO/IEC 23090-14:2023/DAmd 2 Information technology Coded representation of immersive media Part 14: Scene description as follows:

8.1.1	MPEG_anchor extension
AR anchoring allows for the anchoring of the scene or some root nodes into the user’s physical environment to provide an Augmented Reality experience. AR anchoring is supported at the scene level and at the node level, as well as a glTF file level extension through the definition of the MPEG_anchor extension. 
Multiple AR anchoring is then supported by adding the MPEG_anchor extension to several root nodes.
8.1.2	Semantics
The MPEG_anchor extension consists of Trackable and Anchor objects as provided in Table 26. The definition of Trackable and Anchor objects shall be provided within an MPEG_anchor extension at the glTF file level.
[image: ]
The user can interact with the virtual objects through user’s actions. The interactions are described in the MPEG_interactivity extension of a scene description file. The MPEG_interactivity extension is supported in the SD-Rendering-glTF-Interactive capability in clause 9.2 of TS 26.119. The actions are carried using the action format defined in clause 12.3 of TS 26.119.
The device and the server negotiate a list of different trackables present in the AR scene. The scene processing shall support the SD-Rendering-gltf-Ext2 capabilities above and defined in clause 9.2 of TS 26.119 to allow the AR anchoring in the scene description file. Each trackable in the AR scene is identified by its index in the trackables array of the MPEG_anchor extension above. 
The device and the server negotiate the related trackable space identifier namely the spaceConfiguration.referenceSpaces.id field of the Split Rendering Configuration Format as defined in clause 8.4.2.2 of TS 26.565. The relationship between the trackable index in the trackables array in the MPEG_anchor extension and the spaceConfiguration.referenceSpaces.id field of the Split Rendering Configuration Format are shared to retrieve the trackable parameters in the AR scene description file.
This identifier will be used to identify the trackable space by the trackableSpaceId in the pose format defined in clause 12.2 of TS 26.119 for the split rendering.
When a device requests the rendering of an AR scene from a remote server, the device communicates the trackable pose to the server for rendering the virtual objects of the AR scene. The reception of trackableSpaceId in the uplink pose format triggers the remote server to render of the virtual objects related to the trackable identified by trackableSpaceId. Upon completion of the rendering, the remote server transmits the corresponding rendered frame in the downlink to the device. 
The rendering frame is blended with the user’s view of their real environment in one of three environment blend modes OPAQUE, ADDITIVE and ALPHA_BLEND. The relevant environment blending modes for AR applications are ADDITIVE and ALPHA_BLEND, the choice depends on the device type (video-see through vs. optical-see through) and the AR application.
Furthermore, transparency information may be required for the ALPHA_BLEND mode as mentioned in the MeCAR permanent document (S4-231965) clause 3.6.2:

[bookmark: _Toc151108201]3.6.2	Processing transparency information
Depending on how the transparency information is carried, it may be processed at different functional blocs.
For example, transparency information may be processed in the Media Access Function block. This processing might include extracting transparency information carried in media tracks and using the decoder if transparency information is carried as auxiliary pictures. Transparency information may also be processed by an AR scene manager, when the transparency information is carried in the scene description.
There should be a distinction between transparency info for compositing layers and transparency information of the entire view to compose with the environment for optical see-through display. In this section, we further detail the transparency information for composing the entire view with the environment (unless stated otherwise) – which takes place after composing the layers.
On top of the carriage of the transparency information, applying this information for the blending process can depend on the device display type. For video see-through devices, it is recommended to use Alpha Blend, where the RGBA of the environment video is blended using an additive function (for each component) with the RGBA of the video to be rendered. For optical see-through devices, Additive or Alpha Blend can be used. In Additive, the transparency information is ignored (or applied as black colour mask on the respective pixels – before the blending function). However, for AR devices that are able to support rendering of black (or near-black), using Alpha Blend is possible. The summary of the above is shown in Table 1. On a per-pixel basis the layer compositing blend mode might vary (depending on the application), and the final environment blend can be decided by querying the underlying device during setup.
[image: A table with black text

Description automatically generated]
After the processing of transparency, including the blending, the final image is forwarded to the display so that only the appropriate parts of the picture are displayed.
Therefore, the environment blend mode and transparency support depend on the device type defined in clauses 4.3 in TS 26.119 as shown in Table 2.

[bookmark: _Ref161652398]Table 2 - Blending mode and transparency support per MeCAR device type.
	MeCAR Device type
	XR system supported blendMode for AR
	Transparency information

	Device type 1 (Optical see-through)
	[bookmark: MCCQCTEMPBM_00000138]'additive'
	Ignored

	Device type 2 (Optical see-through)
	'additive'
	Ignored

	Device type 3 (Video see-through)
	[bookmark: MCCQCTEMPBM_00000176]'alpha_blend'
	Recommended

	Device type 4 (Video see-through)
	[bookmark: MCCQCTEMPBM_00000195][bookmark: MCCQCTEMPBM_00000197]'additive' and 'alpha_blend'
	Ignored with 'additive'
Recommended with 'alpha_blend'



4. Proposed Changes

Start of Change 1
[bookmark: _Toc152689706][bookmark: MCCQCTEMPBM_00000061]C.X AR Profile
C.X.1 Introduction
This AR profile defines procedures and requirements between an SRC and an SRS to support the split rendering of AR scenes on the top of pixel streaming profiles in the SRS.
The SRC and the SRC negotiate the trackables used for the split rendering.
The SRC provides pose information of trackable to the SRS. 
The SRS uses the trackable pose to update the scene graph and to render the AR scene. 
C.X.2 Split Rendering Formats for Session Setup and Negotiation
C.X.2.1 Split Rendering Configuration Format
The configuration format defined in clause 8.4.2.2 is used to configure the XR spaces and the related trackables needed for anchoring the AR scene in the real environment.
Split rendering configuration format messages exchanged between the SRS and the SRC should support the additional fields of the extraConfigurations object defined in Table C.X.2.1-1,
Table C.X.2.1-1 – Trackable Configuration in the Split Rendering Configuration Format
	Name
	Type
	Cardinality
	Description

	extraConfigurations
	Object
	0..1
	A placeholder for additional configuration information.

	        trackableIdMapping
	Object
	0..n
	This contains a list of trackable configurations to retrieve the trackable definitions and configuration data in the scene description or scene graph.

	            trackableSpaceId
	number
	1..1
	The value of the field spaceConfiguration.referenceSpaces.id of the XR space related to the trackable.

	             sdTrackableIndex
	number
	1..1
	The trackable identifier from the scene description or scene graph.
It corresponds to a trackable index in the trackables array described in a scene description file in the MPEG_anchor extension SD-Rendering-gltf-Ext2. 



The SRC and the SRS negotiate the list of trackables used for the split rendering in the negotiation setup phase by carrying trackableIdMapping part of extraConfigurations defined in the Split Rendering Configuration Format Table C.X.2.1-1 above. 
The trackableIdMapping provides a list of mapping between the two following trackable identifiers:
· The trackableSpaceId identifying the XR space related to the trackable with a corresponding value spaceConfiguration.referenceSpaces.id of the Split Rendering Configuration Format clause 8.4.2.2  
· The trackable reference SDtrackableIndex identifier of the scene description or scene graph can correspond to the index of the trackable in the trackables array in the scene description file. The trackables array is defined in the MPEG_anchor extension SD-Rendering-gltf-Ext2 defined in TS 26.119 clause 9.2.
The environment blend mode configuration in viewConfiguration.environmentBlendMode of the Split Rendering Configuration Format clause 8.4.2.2 shall be set to ADDITIVE or ALPHA_BLEND depending on the media capabilities of the SRC shown in Table C.X.4.1-1.
C.X.3 Metadata Formats
The SRC and SRC shall use the pose format referenced in clause 8.3.2.2 and defined in TS 26.119 [4] clause 6.2.2 for split rendering loop in AR Profile to transmit the pose of the XR space related to the trackables.
The XR spaces are identified by the trackableSpaceId field in the pose format. The value of trackableSpaceId shall match the spaceConfiguration.referenceSpaces.id field of the Split Rendering Configuration Format clause 8.4.2.2 for the XR space of the trackable. 
C.X.4 SRC Capabilities
The AR Profile may be used with 2D or3D pixel streaming profiles defined in Annex C.1. 
C.X.4.1 Media Capabilities
The SRC shall support the media capabilities per device type in Table C.X.4.1-1:
Table C.X.4.1-1 – SRC Media capabilities
	Device type
	Pixel streaming profile
	Media capabilities
	Blend mode support
	Transparency information

	Type 1, Thin AR glasses
	3D pixel streaming
	TS 26.119 [4], clause 10.2
Annex C.1.3.2.2
	'additive'
	Ignored

	Type 2, AR glasses
	3D pixel streaming
	TS 26.119 [4], clause 10.3
Annex C.1.3.2.2
	'additive'
	Ignored

	Type 3, XR phone
	2D pixel streaming
	TS 26.119 [4], clause 10.4
Annex C.1.2.2.2
	'alpha_blend'
	Recommended

	Type 4, XR Head Mounted Display (HMD)
	3D pixel streaming
	TS 26.119 [4], clause 10.5
Annex C.1.3.2.2
	'additive' or 'alpha_blend'
	Ignored for 'additive'
Recommended for 'alpha_blend'



Editor's Note: The media capabilities for transparency and alpha channel to be added for devices type 3 and 4 in TS 26.119[4] with the environment blend mode 'alpha_blend'.

C.X.4.2 Metadata Formats
The SRC shall support XR-Pose-Cap 1 and XR-Pose-Cap 2 defined in clause C.1.2.2.3.
XR-Trackable-Cap: the SRC shall support the metadata format in the extraConfigurations object defined in clause C.X.2.1.
C.X.4.3 Rendering format description
The SRC and SRS shall comply with rendering format description in annex C.1.4.
C.X.4.4 Scene Processing and Rendering Capabilities
The SRC shall support the following scene processing capabilities defined in clause 9.2 of TS 26.119:
· The SD-Rendering-gltf-Core
· The SD-Rendering-gltf-Ext1 
· The SD-Rendering-gltf-Ext2
· The SD-Rendering-gltf-Interactivity
C.X.5 SRS Capabilities
The SRS capabilities to support the AR Profile are described in the sub-clauses below. 
C.X.5.1 Media Capabilities
The SRS shall support the media capabilities in Table C.X.5.1-1:
Table C.X.5.1-1 – SRS Media capabilities
	View configuration
	Pixel streaming profile
	Media capabilities

	Monoscopic
	2D pixel streaming profile
	Annex C.1.2.3

	Stereoscopic
	3D pixel streaming profile
	Annex C.1.3.3



Editor's Note: The media capabilities for transparency and alpha channel to be added.
C.X.5.2 Metadata Capabilities
The SRS shall support the metadata formats for pose and action defined in Clause 8.3.2. 
In addition, the SRC shall support the XR-Trackable-Cap for the metadata format in the extraConfigurations object defined in clause C.X.2.1 to configure the trackables and the related XR spaces.
C.X.5.3 Scene Processing and Rendering Capabilities
The SRC shall support the following processing capabilities defined in clause 9.2 of TS 26.119:
· The SD-Rendering-gltf-Core
· The SD-Rendering-gltf-Ext1
· The SD-Rendering-gltf-Ext2
· The SD-Rendering-gltf-Interactivity
C.X.6 Profile identifiers
If the AR Profile is used with monoscopic cases, for example with the 2D pixel streaming profile defined in C.1.2, the type urn:3gpp:sr-mse:src:profile:ar2dpixelstreaming shall be included in AR Profile parameter when the SRC signals to the SRS the Split Rendering Configuration [8.4.2.2].
If the AR Profile is used with stereoscopic cases, for example with the 3D pixel streaming profile defined in C.1.3, the type urn:3gpp:sr-mse:src:profile:ar3dpixelstreaming shall be included in AR Profile parameter when the SRC signals to the SRS the Split Rendering Configuration [8.4.2.2].

End of Change 1




image1.jpg




image2.png
Table 26 - MPEG.anchor: extension provided at the gITE file level

Name Type Usage | Default

trackables array(Trackable) | M N/A ‘provides a list of trackables used by the
anchor objects.

anchors array(Anchor) N/A ‘Provides a list of anchors for a scenz or

for root nodes to enable AR anchoring
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Table 1 - Recommendations of blending mode per optical device type

Additive blending

Alpha blending

Optical see-through
device

Recommended

(Alpha is discarded)

Recommended for devices that
can render black

Video see-through
device

Not recommended

(No transparency)

Recommended

(Alpha is preserved)





