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· First Change –
[bookmark: _Toc123564021]
2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	J. Fliege und U. Maier: "A two-stage approach for computing cubature formulae for the sphere," Dortmund University, 1999.
[3]	ISO 3745 - Annex A: "Acoustics - Determination of sound power levels and sound energy levels of noise sources using sound pressure -- Precision methods for anechoic rooms and hemi-anechoic rooms - Annex A: General procedures for qualification of anechoic and hemi-anechoic rooms".
[4]	ISO 1996 Acoustics: "Description, measurement and assessment of environmental noise".
[5]	ANSI S1.4: "Specifications for Sound Level Meters".
[6]	ISO 3: "Preferred numbers – Series of preferred numbers".
[7]	B. Rafaely, “Analysis and design of spherical microphone arrays,” IEEE Transactions on Speech and Audio Processing, no. 13, 2005, pp. 135 – 143.
[8]	M. Poletti, “Unified Description of Ambisonics Using Real and Complex Spherical Harmonics,” Ambisonics Symposium 2009, June 25-27, 2009, Graz, Austria.
[9]	3GPP TS 26.131: “Terminal acoustic characteristics for telephony; Requirements”.
[10]	3GPP TS 26.132: “Speech and video telephony terminal acoustic test specification”.
[11]	ITU-T Recommendation P.340 (2000): "Transmission characteristics and speech quality parameters of hands-free terminals".
[12]	ITU-T Recommendation P.341 (2011): "Transmission characteristics for wideband digital loudspeaking and hands-free telephony terminals".
[13]	ITU-T Recommendation P.382 (2023): "Technical requirements and test methods for analogue wired multi-microphone headsets or headphones and corresponding universal interface of terminals".




· End of First Change -

· Second Change –

5	Objective Test Methodologies for Immersive Communication Systems (IVAS-based)
5.1	Test setups for terminals
[bookmark: _Ref149843626][bookmark: _Toc151064790]5.1.1	Definition of UE types
[bookmark: _Toc151064791]5.1.1.1	Introduction
The definition of UE types for immersive communication terminals is not as clear and trivial as in the "traditional" test specifications 3GPP TS 26.131 [9] and TS 26.132 [10]. Due to the variety of new applications that are enabled by IVAS codec, it is expected that the capture and playback audio format might not necessarily be the same in send and receive direction. Thus, the classification of UE types should be defined as follows:
-	The UE type is composed of "SND-UE-type" and "RCV-UE-type".
-	The SND-UE-type is defined as the combination of a certain audio capturing mode (acoustic or electric) and a negotiated IVAS format.
-	The RCV-UE-type is defined as the combination of a negotiated IVAS format and a certain audio playback mode (acoustic or electric).
-	Each audio capturing/playback mode corresponds to a specific physical test arrangement.
UEs might support multiple IVAS formats in send and receive direction, which are negotiated during call setup. At least one supported IVAS format shall be tested in both directions, which is selected according to the following priority:
1)	Format specified by the manufacturer.
2)	Preference of the UE, as indicated during negotiation in SDP.
3)	Test operator selects format based on form factor and envisioned use case of the UE.
The IVAS format for both directions shall be documented in the test report. Other available supported formats may be tested as well to ensure best-possible compatibility with other UE types.
While the IVAS formats are clearly defined, capturing/playback modes and corresponding interfaces were not yet discussed. The following subclauses suggest several UE type definitions, which might be applicable for SND and/or RCV. All UE type definitions with acoustical interfaces assume that microphones and loudspeakers/headset of the UE are either integrated into the device or that a device and any necessary additional equipment (like e.g., headset, microphone array, loudspeaker array) are associated to each other and bundled by the manufacturer.
NOTE:	It is expected that many UEs supporting immersive audio will only provide an electrical interface, but not such associated equipment. In this case, the test setup according to clause 0 applies. However, to investigate the performance of the UE (without applying requirements) in combination with typical third-party equipment for certain applications, the test setups with acoustical interfaces described in the following subclauses may be used for this purpose.
The physical test arrangement used for UE testing in send and receive direction is in general specified by the manufacturer by:
-	Referencing one of the following subclauses,
-	Referencing a test arrangement from other standards (e.g., [11]),
-	Specifying an individual test arrangement.
In case no instructions on the test arrangement are provided by the manufacturer, the test operator shall select one based on the envisioned use case, form factor, etc. from either one of the following subclauses or from other standards. If no suitable test arrangement can be identified for certain UEs with acoustical interface, the test operator should set up an individual or modify an existing arrangement. In any case, the arrangement used for testing shall be described in the test report.

[bookmark: _Toc151064792]5.1.1.2	Handset Mode (Send + Receive)
Not applicable for immersive communication due to the following reasons:
-	A handset device is typically held close to the user's head, i.e., mouth and (a single) ear.
-	RCV: Monaural listening cannot provide any spatial/immersive audio.
-	SND: Even if the device provides multiple input microphones, it is always positioned close to the user's mouth, which does not allow to encode any spatial information into the uplink signal (for e.g., object-based audio format).
The EVS-Interop mono mode of IVAS should be tested according to  [9] and [10]3GPP TS 3GPP TS 26.131 [9] and TS 26.132 [10].
There might be some applications also in handset mode for some immersive audio formats, for example to capture ambient sound at the near end. Such scenarios are a kind of extension to the traditional mono telephony and are not excluded in general. However, so far, no test methods have been proposed for handset mode, thus it is suggested to leave out this mode for now.
[bookmark: _Toc151064793]5.1.1.3	Headset Mode (Send + Receive)
The test setup for headset UE for send and receive directions is shown in Figure 16. It applies to all head-worn terminals, which are typically connected via wired or wireless link (e.g., analogue jack, Bluetooth, or USB) to a device with sufficient computation power (e.g., mobile phone). Optionally, the device might provide head tracking data that can be used for rendering audio in the receive direction.
[image: ]
[bookmark: _Ref150165887]Figure 16: Headset UE and test equipment

[bookmark: _Toc151064794]5.1.1.4	Handheld Mode (Send + Receive)
The test setup for handheld hands-free UE for send and receive directions is shown in Figure 17. It applies to all devices that can be held in front of the user.
[image: ]
[bookmark: _Ref150165898]Figure 27: Handheld hands-free UE and test equipment

The distance D = 42 cm between HATS reference point (HRP) and center of the UE is used in [10] TS 26.132 , but different geometries of this setup could also be considered (for e.g., multi-talker scenarios or speech from certain angles).
[bookmark: _Toc151064795]5.1.1.5	Table-mounted Mode (Send + Receive)
The test setup for table-mounted hands-free UE for send and receive directions is shown in Figure 8. It applies to all hands-free devices that are intended for usage on tables (like e.g., conference devices). In contrast to handheld UE, the reflections of the table are explicitly included in the test setup. 
[image: ]
[bookmark: _Ref150166254]Figure 38: Table-mounted hands-free UE and test equipment
Figure 3 8 shows an example with a distance of D = 40 cm between front of the UE and lip reference plane, which corresponds to the desktop hands-free setup as specified in Recommendation ITU-T P.341 [12], which is also referenced in [10] (width W = 40 cm, height H = 30 cm). In general, multiple sub-setups could be considered for this UE type, like e.g., the “group audio terminal” position (clause 4.2.4 of [12] P.341  or the softphone/laptop-based setups [10] 3GPP TS 26.132 .
NOTE:	The term “table-mounted hands-free” is suggested here instead of “desktop hands-free”, as used in e.g., [10]. The intention for this is to explicitly address also different/larger setups like e.g., conferencing scenarios with multiple microphones and loudspeaker arrays.

[bookmark: _Toc151064796][bookmark: _Hlk149912105]5.1.1.6	Loudspeaker Mode (Receive)
The test setup for loudspeaker hands-free UE for receive direction is shown in Figure 9. It applies to advanced (mostly larger) playback systems and/or in case the previous RCV-UE-types are not applicable to a certain device.
[image: ]
[bookmark: _Ref150178002]Figure 49: Loudspeaker hands-free UE and test equipment

[bookmark: _Ref150940825][bookmark: _Toc151064797]5.1.1.7	Electrical interface (Send + Receive)
The test setup for electrical interface UE for send and receive directions is shown in Figure 510. It applies to all devices that do not provide integrated or associated equipment for capturing and/or reproduction of immersive audio. Note that the interface is not necessarily digital (Bluetooth, USB, or digital audio interfaces), it could also be an analogue jack plug, which provides up to two channels in receive and also send direction, see Recommendation ITU-T P.382 [13]. Optionally, the device might provide an additional input for head tracking data that can be used for rendering the receive direction, the format/hardware is for further study (format/hardware interface for further study…?).
[image: ]
[bookmark: _Ref150178039]Figure 510: Electrical interface UE and test equipment

5.2	Test conditions
[bookmark: _Toc151064799][Editor’s note: the UE configuration text is transferred from the PDOC v0.8.0 subclause 3.1 with some language polishing.
Further, this subclause can potentially be populated with
· Similar text to 26.132 sublause 5.2.1 “Codec approach and specification”, with reference levels, controlled radio conditions and default codec operating points for different audio bandwidths
· Acoustic room noise floor specification
· Acoustic free-field conditions
]
5.2.1	UE configuration
For testing, the UE shall be configured for the relevant and/or envisioned use cases. During the tests potential internal development modes of the UE shall be disabled. 
Ideally UEs should be tested “as is” even if they have signal enhancement features. However, if performance issues are encountered and the UE allows to disable certain of these features like noise suppression, the tests should be repeated with these features disabled to document the possible cause of the problem. 
[Editor’s note: Define IVAS codec operation mode(s) and bit rates to be used. Preferably such modes and bit rates should be used that have minimum impact on the acoustic tests.]



5.3	[other general definitions?]
[Editor’s note: potentially, this subclause can be populated with
· “Accuracy of test equipment”, like in 26.132 subclause 5.3, or by reference
· Test signals, like in 26.132 subclause 5.4
]

5.4	Test methods in the sending direction
5.4.1	Stereo capture
5.4.2	Object-based audio capture
5.4.3	Scene-based audio capture
5.4.3.1	Sending frequency response of captured Ambisonics components
5.4.3.2	Sending directional response of captured Ambisonics components
5.4.3.3	 Direction of arrival estimation under free-field propagation conditions
[bookmark: _Toc532295028][bookmark: _Toc151064806]5.4.3.3.1	Definition
Direction of arrival (DOA) is defined as the spherical angle  pointing towards the sound source. DOA is relative to the capture device position. This measurement compares the DOA estimation with the ground-truth DOA under free-field propagation conditions. 
Note: The DOA estimation performance in reverberant environments may be different and is not covered by this test.
NOTE:	The DOA estimation performance in reverberant environments may be different and is not covered by this test.
 
[bookmark: _Toc532295029][bookmark: _Toc151064807]5.4.3.3.2	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of 200Hz.
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]
Loudspeaker array 
A real or simulated loudspeaker array comprising L loudspeakers located at a set of predefined directions (ii i=1,...,L , from the geometric center of the loudspeaker array shall be used.

[bookmark: _Toc532295030]5.4.3.3.3	Measurement for Scene-based audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with B-format output. The codec shall be operated with scene-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be FOA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The B-format scene-based audio format representation is captured.
d)	The intensity parameter is calculated from the B-format capture   using the equation: 

NOTE:	The intensity is calculated in frequency domain and per subframe. Further steps are thus performed with subframe accuracy.
e)	The direction of arrival estimation   is calculated based on the intensity parameter using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
[bookmark: _Hlk132101080]f)  The estimated direction of arrival (estest is compared to the ground truth angle (ii. 
[Editor’s note: Potentially in several frequency bands and potentially time averaged. Weighting could be done similarly as in MASA case by estimating subframe energies and energy ratios.] 

If the sending UE is properly implemented in terms of directionality, phase and scaling of Ambisonics components, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the Ambisonics components from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound. 

5.4.3.3.4	Measurement for Metadata-assisted spatial audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:	
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with metadata-assisted spatial audio format output. The codec shall be operated with Metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be MASA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The Metadata-assisted spatial audio format representation is captured. The MASA representation includes estimated source angles and energy-related quantities per time frequency tiles, which are further analysed as follows.
d)	The direct-to-total ratio times energy weighted azimuth and elevation angles (in radians) are mapped into Cartesian coordinate vectors ,  and  over all subframes and frequency bands:





where  is the index of the frequency bands and  is the index of the subframes.
[Editor’s note: Signal length [TBD] = , where total number of subframes K = 1,2,…k,]
e)	The direction of arrival estimation (estest is calculated based on the mapped Cartesian coordinate vectors using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
f)  The estimated direction of arrival  is compared to the ground truth angle (ii. 
[Editor’s note: Potentially in several frequency bands and potentially time averaged.]

If the sending UE is properly implemented in terms of directionality and the energy ratio analysis for the MASA metadata, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the MASA metadata from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound.
[bookmark: _Toc151064808]5.4.3.3.45	Comments for DOA test method design
Based on experimental evidence, the following points should be taken into an account:
-	The DOA analysis based on analysing FOA and MASA signals were found to produce nearly equivalent results.
-	Extreme angles should be handled accordingly. At the extreme angles, the absolute angle error can be very large, while the distance between the estimated sound source locations is small.
-	(Mean) absolute angle error metric may not be the most applicable error calculation method. It should be examined whether e.g., spherical distance would be more suitable error metric
-	Placement of the DUT is very critical for the test. It is suggested that the test should be performed multiple times, with replacement of the DUT between the measurements.
-	Cone-of-confusion errors may occur in measurements of small devices with a limited number of microphones. These errors could be handled by e.g., limiting the measurement points or ignoring such errors if the number of errors is within acceptable limits. 
-	The applicability of the DOA test method for HOA capture is ffs.

5.4.3.4	Directivity test of FOA using virtual microphones

5.4.3.5	Scene-based audio spatial separation with two simultaneous acoustic sources in free-field propagation conditions and FOA decoding

5.4.3.4	Directivity test of FOA using virtual microphones
5.4.3.56	Spatial separation offor multiple acoustic sources based on multichannel output	Comment by Arvi Lintervo (Nokia): Generic name
[bookmark: _Toc151064816]5.4.3.5.1	Definition
TBD
5.4.3.5.2	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of [200Hz].

[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]

Loudspeaker array 
An array of coaxial loudspeakers is located at a set of predefined directions (qi, fI), i = 1, …,8, from the geometric center of the UE. The different locations may be realized using multiple loudspeakers or by rotation of at least two loudspeakers or by rotation of the UE.
The distance from the loudspeaker front baffle to the center of the UE shall be at least [1m] and equal within [x]% for all loudspeakers.
The loudspeakers shall be equalized to a flat frequency response and equal sensitivity with the UE absent, using a [measurement microphone and diffuse-field equalization] placed at the UE position. The microphone shall point in the positive Z direction with its membrane in the XY plane.

Table 1: Location of loudspeakers generating stimuli in the acoustic chamber, and configuration for the reference client rendereI
	i
	qi [Ieg]
	fi [deg]
	Comment

	1
	0
	30
	Left, MC channel 1

	2
	0
	-30
	Right, MC channel 2

	3
	0
	0
	Center, MC channel 3

	4
	0
	135
	Left Surround, MC channel 5

	5
	0
	-135
	Right Surround, MC channel 6

	6
	0
	90
	Left Side Surround, MC channel 7

	7
	0
	-90
	Right Side Surround, MC channel 8

	8
	90
	0
	One height speaker is used in the acoustic test chamber. 

The reference renderer in the reference client is configured with four height speaker signals in accordance with the IVAS default 7.1.4 configuration [reference to future IVAS specification], MC channels 9-12. These four signals are added in the time domain before further measurements. 



[bookmark: _Toc151064817]
5.4.3.5.3	Measurement
The following procedure shall be used:
1. The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with 7.1+4 multichannel output. The encoder shall be operated with scene-based audio at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be 7.1+4 multichannel.
b)	A modulated multi-tone test signal A is played over a loudspeaker at position iA. Simultaneously, a modulated multi-tone test signal B is played over a loudspeaker at position iB. See Annex A.1 for a description of the multi-tone signals.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The output of each multichannel output channel (1, 2, …,12) is captured. After an initial conditioning time of [5] seconds the remainder of the captured signal is converted to the frequency domain as described in Annex X. The signals are filtered by two different comb filters, filter A and filter B, with passbands corresponding to frequencies in signals A and B respectively. The filters are realized by including/excluding certain frequency bins as described in Annex A.3.
d)	The levels after the filters, averaged over the whole duration, are calculated by summing the power of the selected bins.
e)	The level metrics are comapared against the requirements.


5.4.4	Channel-based audio capture


5.4.4	Channel-based audio capture
5.4.5	Metadata-assisted spatial audio capture
5.4.5.1	Sending frequency response of captured Metadata-assisted Spatial Audio
[bookmark: _Hlk156212890][bookmark: _Hlk157509530]5.4.5.1.1 	Definition
Sending frequency response of MASA capture is defined as a ratio of the sound pressure magnitude spectrum of the DUT’s transport channels ():  and a reference diffuse field sound pressure spectrum . Letter  denotes transport channel number. This means, for each MASA transport channel a sending frequency response is measured:
 .

5.4.5.1.2 	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of 200Hz.
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]

Loudspeaker array 
A loudspeaker array comprising L loudspeakers located at a set of predefined directions (qi, fi), i=1,...,L defined in the table 2, from the geometric center of the loudspeaker array shall be used. The loudspeaker array can be realized with an arc loudspeaker array comprising the elevated positions and turntable.

Table 2 Predefined loudspeaker directions
	i     i
	0°
	45°
	90°
	135°
	180°
	225°
	270°
	335°

	0°
	x
	x
	x
	x
	x
	x
	x
	x

	+/- 30°
	x
	
	x
	
	x
	
	x
	

	+/- 60°
	
	x
	
	x
	
	x
	
	x



5.4.5.1.3 	Measurement for metadata-assisted spatial audio
Reference Spectrum measurement
Measurement is done as in sub-clause 4.1.1.2.4.2 with the predefined loudspeaker directions and pink noise stimulus.

Estimated Spectrum  
1. The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with MASA EXT output. The codec shall be operated with metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be MASA EXT.
b)	The capture device under test is mounted in the free-field volume such that its geometric center coincides with the geometric center of free-field volume and the geometric center of the loudspeaker array.
Repeat steps c-d) for each loudspeaker position (qi, fi), i=1,...,L:
c)	A pink noise signal is played over the loudspeaker. The noise signals shall be identical to the signals used for the reference spectrum measurement.
d)	The response at the geometric center of the loudspeaker array  is measured for each loudspeaker position. 
e)	The magnitude spectrum of the estimated sound pressure each decoded MASA EXT transport channel , , is calculated for the 1/12th octave intervals as given by the R40 series of preferred numbers in [6].

Calculation of send frequency response for scene-based audio
The send frequency response for metadata-assisted spatial audio, Gk(f), is calculated as  .

5.4.5.2	Sending directional response of captured Metadata-assisted spatial audio

5.4.5.3	 Direction of arrival estimation under free-field propagation conditions
5.4.5.3.1 	Definition
As in sub-clause 5.4.3.3.1
5.4.5.3.2 	Test conditions
As in sub-clause 5.4.3.3.2
5.4.5.3.3 	Measurement for Metadata-assisted spatial audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:	
c) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with metadata-assisted spatial audio format output. The codec shall be operated with Metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be MASA EXT.
d) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The Metadata-assisted spatial audio format representation is captured. The MASA metadata representation includes estimated source angles and energy-related quantities per time frequency tiles, which are further analysed as follows.
d)	The direct-to-total ratio times energy weighted azimuth and elevation angles (in radians) are mapped into Cartesian coordinate vectors ,  and  over all subframes and frequency bands:





where  is the index of the frequency bands and  is the index of the subframes.
[Editor’s note: Signal length [TBD] = , where total number of subframes K = 1,2,…k,]
e)	The direction of arrival estimation (estest is calculated based on the mapped Cartesian coordinate vectors using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
f)  The estimated direction of arrival  is compared to the ground truth angle (ii. 
[Editor’s note: Potentially in several frequency bands and potentially time averaged.]

If the sending UE is properly implemented in terms of directionality and the energy ratio analysis for the MASA metadata, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the MASA metadata from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound.

5.4.5.3.4 		Comments for DOA test method design
As in sub-clause 5.4.3.3.4.

5.4.5.4	Directivity test using virtual microphones
5.4.5.5	Spatial separation of multiple acoustic sources
As in sub-clause 5.4.3.5, except with metadata-assisted spatial audio input format.

5.5	Test methods in the receiving direction
5.5.1	Stereo coding
5.5.2	Object-based audio coding
[bookmark: _Toc142941981][bookmark: _Toc151064834][bookmark: _Toc142941982]5.5.2.1	Receiving loudness 
[bookmark: _Toc151064835]5.5.2.1.1	General
TBD.
[bookmark: _Toc142941983][bookmark: _Toc151064836]5.5.2.1.1	Test procedure	Comment by Dolby Author: “condons” in the PDOC was changed to “procedure”
1)	The test signal to be used for the measurements shall be the British-English single talk sequence described in clause 7.3.2 of Recommendation ITU-T P.501 [xx], calibrated to an active speech level according to Recommendation ITU-T P.56 [xx] of [-26 dBov / TBD].’Editor's Note: The level calibration is a preparation for the following rendering step, so ASL in dBov is correct?
2)	The source signal for the measurement is generated by virtually positioning the mono test signal at azimuth 0°, and elevation 0° and a distance of 1.0 m and then render it to the corresponding IVAS input format of the UE.’Editor's Note: Add better description / reference to IVAS command line tools?! (use ISM with metadata or HOA3?)
3)	The source signal is calibrated to a [level/loudness] of [xx dB].’Editor's Note: How to define default levels for the source signals? See also loudness in send…
4)	The UE is setup according to clause(s) [xx], the source signal is encoded by the reference client, and inserted at the POI to the UE.
5)	The capture of the UE output is carried out via …
a)	acoustical interface (headphones or loudspeakers): recording via diffuse-field equalized HATS.
b)	electrical interface: recording via corresponding reference interface. [If the captured audio format is not stereo,] the default IVAS binaural renderer [xx] is used to generate a binaural signal.’Editor's Note 1: Assume that stereo == binaural and directly analyse it – or can/should it also be rendered to binaural?’Editor's Note 2: Add better description / reference to IVAS default renderer. We might need an additional factor to scale the renderer output to the acoustic domain (like e.g., 73 dB SPL == -21 dB Pa == -26 dBov  apply +5 dB)?
6)	The LLR in phon is calculated according to clause 8.3.3 of Recommendation ITU-T P.700 with the captured or rendered binaural signal.
7)	The same binaural signal should be used to calculate Receive Loudness Rating (RLR) according to Recommendation ITU-T P.79 [xx] for comparison to 3GPP TSs 26.131 [9]/26.132 [10].
a)	The inverse diffuse-field correction according to Recommendation ITU-T P.58 is applied on left and right channel of the recording to obtain the signal at DRP. Then DRP-to-ERP correction is applied.
b)	The reference signal used for the RLR calculation is the original test signal specified in step 1), calibrated to ‑16 dBm0.
c)	The RLR is calculated according to clause 8.2.3.2 of 3GPP TS 26.132.
[Editor's Note: RLR may be calculated optionally from the same recording?]
8)	Steps 2-7 should be repeated for additional source positions as described in Table 1.

[bookmark: _Toc151064845][bookmark: _Toc142941987]5.5.2.2	Receiving sensitivity/frequency characteristics 	Comment by Dolby Author: This part added since it is a sensitivity vs. frequency test, like in 26.131/132
[bookmark: _Toc151064846]5.5.2.2.1	General
TBD.
[bookmark: _Toc142941989][bookmark: _Toc151064848]5.5.2.2.2	Test conditions
The test conditions are the same as in TS 26.132, except for the codec-specifics stated below.
[
[bookmark: _Toc142941990][bookmark: _Toc151064849]5.5.2.2.3	Receiving with binaural rendering: measurement for object-based audio
The following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported.
b) For each object source position stated in Table X3, the object metadata is set accordingly.
c) The sensitivity/frequency characteristics are measured as described in TS 26.132, and are reported for the left and the right sides.

Table 3: Object source positions for sensitivity/frequency characteristics
	Source azimuth
[deg]
	Source elevation
[deg]
	Source distance
[m]

	0
	0
	?

	180
	0
	?

	0
	90
	?

	0
	-90
	?

	90
	0
	?

	-90 (270)
	0
	?



The sensitivity/frequency characteristics may in addition be measured and reported for other object positions.
[Editor’s note: Where it is possible to assign a certain distance to the object, a large value should be specified, to avoid corner cases with close distances]
]
[bookmark: _Toc142941991][bookmark: _Toc151064850]5.5.2.3	Receiving with binaural rendering: inter-channel time difference
[bookmark: _Toc142941992][bookmark: _Toc151064851]5.5.2.3.1	General
The inter-channel time difference is the delay between the left and the right binaural signals, resulting from the rendition of a decoded sound source from a certain position. The delay is measured electrically or acoustically.
Ideal characteristic:
To some extent, the ideal characteristics depend on the head-related transfer functions being used by the renderer, which may vary between UE:s. However, some generic statements can be made:
· Sounds from the median plane (azimuth=0, hence front/back/above/under) appear with no delay between the two channels
· Sounds from the left hemisphere are delayed in the right channel compared to the left, and vice versa. The head size which is associated with the head-related transfer functions used in the rendering will scale the magnitude of this delay, it is expected to be below 1ms.
· [bookmark: _Toc142941993]Simulated room reflections may be part of the rendering process. It is important that these do not misguide the measurement of the dominating inter-channel time difference
[bookmark: _Toc142941994][bookmark: _Toc151064853]5.5.2.3.2	Test conditions
The UE is connected to a system simulator with a reference client. Signals from the UE are measured electrically on left/right headphone signals or acoustically using a pair of headphones and the microphones of a head- and torso simulator.
[Editor’s note: The generic test room conditions in terms of idle noise and reflections should suffice for this HATS measurement why nothing further is specified here.]	Comment by Dolby Author: Following the gust of the note, it can be removed
[bookmark: _Toc142941995][bookmark: _Toc151064854]5.5.2.3.3	Measurement for object-based audio
The following procedure shall be used:
d) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The left and right headphone/headset audio outputs from the UE are connected to the test system electrically, or acoustically using headphones and a ITU-T P.58 compliant head and torso simulator with associated left and right artificial ears. [Editor’s note: headtracking shall also be considered. Text TBD]
e) The volume control is set to nominal [Editor’s note: it is expected that the generic clauses of this specification will state that the volume control, unless otherwise stated, is set to meet the nominal RLR=8 +-3dB for each ear. The sentence “The volume control is set to nominal” may then be superfluous.].
f) The test signal is a CS-signal complying with ITU-T Recommendation P.501 using a PN-sequence with a length, T, of 4 096 points (for a 48 kHz sample rate test system). The duration of the complete test signal is as specified in ITU-T Recommendation P.501. [Editor’s note: this is the same signal as in TS 26.132 subclause 7.5.4] The level of the signal shall be ‑16 dBm0 at the POI.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
g) For each simulated source position (ii i=1,...,L , the following procedure is repeated:
· The test signal is played to one object-based audio input of the reference client [the signal is proposed to be identical to TS 26.132 subclause 8.5.4]. For each sub-test, the source position metadata for the audio object is set according to a table in the requirements specification.

· The left and right headphone audio signals from the UE are captured electrically or acoustically, the capture method shall be reported. The analysis window shall include the PN-sequence part of the CSS signal. The correct positioning of the analysis window is accomplished by correcting for the delay of the test system and the particular UE, which is measured priorly.

· The transfer function between the left and the right channel is estimated [Editor’s note: details to be defined] and the inter-channel group delay is calculated from the phase response, as , where  is the phase and  is the angular frequency. The group delays for the different frequency bins are averaged from 200 to 2000Hz to obtain a single-figure inter-channel time difference.

· The inter-channel time difference ITD is compared to the requirements for the tested object audio source position.


[bookmark: _Toc151064857]5.5.2.4	Receiving with binaural rendering: source angle dependent band level difference
[bookmark: _Toc142941998][bookmark: _Toc151064858]5.5.2.4.1	General
The source angle dependent band levels are the level pairs of the left and right audio signals in a certain frequency band, resulting from the rendition of a decoded source from a specific position. The levels are measured electrically or acoustically. The overall frequency response is removed from the analysis by assessing only differences (between different source angles and between left and right channels).
Ideal characteristic:
To some extent, the ideal characteristics depend on the head-related transfer functions being used. However, some generic statements can be made:
· Sounds from the median plane (front/back/above/under) appear with elevation-dependent spectral characteristics at high frequencies, depending on e.g. pinna geometries. [Editor’s note: it remains to be investigated across HRTF sets if there is a frequency band which is changing with angle in a consistent enough manner to allow imposing generic requirements. In any case, UE characterization is valuable to assess whether the rendering reacts to changes in source elevation.]
· Sounds from the left appear with considerable mid/high-frequency attenuation in the right ear, and for finite source distances, a slight level difference also for low frequencies. And vice versa for sources in the right hemisphere.
· If the level difference between left and right at low frequencies is considerable, the UE may be producing just left/right stereo without any binaural rendering. However, when measured acoustically, there has to be some allowance for headphone earphone sensitivity variation as well as variations due to leaks when positioned on HATS
[bookmark: _Toc142942000][bookmark: _Toc151064862]5.5.2.4.2	Test conditions
The UE is connected to a system simulator with a reference client. Signals from the UE are measured electrically on left/right headphone signals or acoustically using a pair of headphones and the microphones of a head- and torso simulator. [Editor’s note: The generic test room conditions in terms of idle noise and reflections will suffice for the HATS measurements why nothing further is specified here.]
[bookmark: _Toc142942001][bookmark: _Toc151064863]5.5.2.4.3	Measurement for object-based audio
The following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established. The codec shall be operated with object-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The left and right headphone/headset audio outputs from the UE are connected to the test system electrically, or acoustically using headphones and a ITU-T P.58 compliant head and torso simulator with associated left and right artificial ears. [Editor’s note: headtracking shall also be considered. Text TBD]
b) The volume control is set to nominal [Editor’s note: it is expected that the generic clauses of this specification will state that the volume control, unless otherwise stated, is set to meet the nominal RLR=8 +-3dB for each ear. The sentence “The volume control is set to nominal” may then be superfluous.].
c) The test signal is a CS-signal complying with ITU-T Recommendation P.501 using a PN-sequence with a length, T, of 4 096 points (for a 48 kHz sample rate test system). The duration of the complete test signal is as specified in ITU-T Recommendation P.501. [Editor’s note: this is the same signal as in TS 26.132 subclause 7.5.4] The level of the signal shall be ‑16 dBm0 at the POI.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
d) For each simulated source position (ii i=1,...,L , the following procedure is repeated:
· The test signal is played to one object-based audio input of the refence client [the signal is proposed to be identical to TS 26.132 subclause 8.5.4]. For each sub-test, the source position metadata for the audio object is set according to a table in the requirements specification.
· The left and right headphone audio signals from the UE are captured electrically or acoustically, the capture method shall be reported. The analysis window shall include the PN-sequence part of the CSS signal. The correct positioning of the analysis window is accomplished by correcting for the delay of the test system and the particular UE, which is measured priorly.
· The left and right levels for the frequency band of interest is noted.

e) Once all source angles are assessed, the inter-angle level differences as well as the inter-channel level differences are assessed according to the corresponding table in the requirements specification.

5.5.3	Scene-based audio coding
5.5.4	Channel-based audio coding
5.5.5	Metadata-assisted spatial audio coding



· End of Second Change -
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