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1
Introduction

During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 
A CR to TR 26.925 is developed. 

This document collects additional agreed information that either needs more refinement or input before added to the Technical Report or document the status of issues that are of no immediate relevance for the TR26.925.
2
References
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3
3GPP Related Work
3.1
General

In an initial version of TR26.925, Typical Traffic Characteristics for Operator and Third-Party Services have been collected. The work was initiated based on communication between SA4 and SA1. During the course of the work, additional requests from SA1 were received that have been partially addressed in the initial version of TR26.925.

3GPP TSG SA WG4 (Codec) addressed their mandate on "Guidance to other 3GPP groups concerning required QoS parameters and other system implications, including channel coding requirements, imposed by different multimedia codecs in both circuit-switched and packet-switched environments."
Furthermore, during the study for eXtended Reality (XR) over 5G (FS_5GXR) documented in TR26.928, several initial considerations for XR services including cloud gaming had been collected. Specifically, parameters such as downlink and uplink bitrates, packet delay budgets, error rates and round-trip times are collected, but several of those for different cases are kept FFS and need more work. 

In particular, eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them.

There are several ongoing XR and Cloud Gaming activities in 3GPP at various SA working groups:
· SA1: XR (and Cloud Gaming) use cases are outlined in the SA1 study item on Network Controlled Interactive Services: NCIS (TR 22.842)

· SA2: work item on 5G System Enhancement for Advanced Interactive Services (SP-190564) proposes to introduce new 5QIs to identify the requirements on traffic from SA1 NCIS

· SA4: XR use cases are discussed in detail in the SA4 study item Extended Reality (XR) in 5G (TR 26.928)

· SA6: Edge Computing is a network architecture to enable XR and Cloud Gaming and is under study in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758)

· RAN1: Study on XR Evaluations for NR (no TR assigned yet)
3.2
3GPP RAN Study Item (see RP-193241)
3.2.1
Justification

eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them.

One specific aspect to be considered is the role of Edge Computing as a network architecture to enable XR and Cloud Gaming. Edge Computing is a concept that enables cloud computing capabilities and service environments to be deployed close to the cellular network. It promises several benefits such as lower latency, higher bandwidth, reduced backhaul traffic and prospects for several new services as indicated in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758). Edge Applications are expected to take advantage of the low latencies enabled by 5G and the Edge network architecture to reduce the end-to-end Application level latencies. Edge Computing is a valuable enabler which should be considered to help 5G systems achieve the required performance to enable XR and Cloud Gaming. 

5G NR is designed to support applications demanding high throughput and low latency in line with the requirements posed by the support of XR and Edge Computing applications in NR networks. XR and Edge Computing are services enabled by Rel-15 NR networks.

There are several ongoing XR and Cloud Gaming activities in 3GPP at various SA working groups:
· SA1: XR (and Cloud Gaming) use cases are outlined in the SA1 study item on Network Controlled Interactive Services: NCIS (TR 22.842)

· SA2: work item on 5G System Enhancement for Advanced Interactive Services (SP-190564) proposes to introduce new 5QIs to identify the requirements on traffic from SA1 NCIS

· SA4: XR use cases are discussed in detail in the SA4 study item Extended Reality (XR) in 5G (TR 26.928)

· SA6: Edge Computing is a network architecture to enable XR and Cloud Gaming and is under study in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758)

Power Considerations for XR and Cloud Gaming

In addition to Smartphone based XR, XR experience is increasingly expected to be delivered via Head Mounted Displays (HMDs). The power considerations for HMDs are different from those of Smartphones. In particular, the power dissipation of AR glasses can be significantly lower than that of a smartphone, if the AR glass form factor is similar to that of prescription glasses and is expected to be worn for long durations. The AR glasses can have an embedded 5G modem providing 5G connectivity, or the AR glasses can be tethered (USB, Bluetooth, or WiFi) to a Smartphone for 5G connectivity. In both cases, the 5G connection must carry AR application traffic, and the UE power consumption from that traffic has a significant bearing on the viability of such AR glasses products. 

Further, the AR computation can be split between the AR glasses and Edge servers as discussed before. The computation split can reduce the overall power consumption on the device if the resulting traffic from the computation split does not increase the UE power consumption significantly.   

In the case of Cloud Gaming, the device is expected to be a Smartphone or Tablet. The power consumption and battery life of the device for a long duration Cloud Gaming experience is an important aspect to consider. 

As such, power consumption is an important factor for XR and Cloud Gaming.

Capacity Considerations for XR and Cloud Gaming

On XR and Cloud Gaming traffic with high throughput, low latency and high reliability requirements, it is important to consider the capacity of these services over Rel-15 and Rel-16 based 5G networks. One way to represent the capacity of the XR and Cloud Gaming services is via the number of users who can simultaneously consume the service under given traffic requirements and for a given deployment scenario (e.g., Urban Macro, Indoor Hotspot) with some density of 5G cells. If the traffic requirements of the XR and Cloud Gaming service are flexible (e.g., the underlying architecture allows adaptation of content), then the capacity of the service can be studied by assessing the delay, throughput and reliability variations with increasing number of users in the system.

In either case, when the latency is low and the reliability requirements are high, two effects come into play:

a. The burst throughput of the traffic measured over a time range that corresponds to the latency requirement, and extracted at the percentile represented by the reliability requirement, can be significantly higher than the average throughput requirement. For example, the average throughput requirement of an XR traffic can be 100Mbps, but its burst throughput requirement over short measurement windows can be 300Mbps while also requiring high reliability.

b. The short-term throughput experienced by a UE measured a time range that corresponds to the latency requirement, and extracted at the percentile represented by the reliability requirement, can be significantly lower than the average throughput experienced by that UE.

These effects can significantly impact the capacity of XR services over a 5G network. Therefore, it is important to study capacity aspects for XR and cloud gaming, including key performance indicators (KPIs) that represent XR and Cloud Gaming services over 5G.   

As such, capacity is an important factor for XR and Cloud Gaming.

Mobility Considerations for XR and Cloud Gaming

As XR and Cloud Gaming see consumer adoption, the services are expected to be consumed by users on the move. Minimizing user experience degradation through mobility events is a key consideration in enabling mass adoption of such services.

As such, mobility an important factor for XR and Cloud Gaming.

Coverage Considerations for XR and Cloud Gaming

Some XR and Cloud Gaming applications can require high-throughput and low-latency on the uplink. The performance of 5G on the uplink at the cell edge can be much different compared to performance at the cell-centre. The power limitations on the XR device can make this issue even more acute.

As such, coverage, particularly that of uplink, is an important factor for XR and Cloud Gaming.

3.2.2
Objective

The following applications are to be considered as starting points for this study: 

· VR1: “Viewport dependent streaming”

· VR2: “Split Rendering: Viewport rendering with Time Warp in device”

· AR1: “XR Distributed Computing”

· AR2: “XR Conversational”

· CG: Cloud Gaming

Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:

Traffic characteristics:

· UL and DL File Size distribution (e.g., Pareto with given parameters)

· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)

Traffic requirements: 

· Round-trip-time or UL and DL one-way Packet delay budget (PDB)

· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest

2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.

3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.

Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 

3.2.3
Timeline

· Not yet started, but study item approved in Dec 19.

· Expected to start at in Jun 2020, but expected to be postponed to Oct or Nov 2020

· Completion target shifted from Q1/2021 to Q2/2021

3.3
QoS Parameters
4
Standardization Efforts Outside 3GPP 

4.1
Introduction

This clause provides a brief overview on ongoing standardization, pre-standardization and industry for XR related activities in the context of this work. The information is expected to be updated regularly with new information being received.
4.2
MPEG
Tbd.
4.3
Khronos/OpenXR
Tbd.
5
Relevant Technologies and Existing Services
5.1
Introduction

This clause collects a set of technologies that relevant for XR Traffic Modeling and Services
5.2
Online Games

Tbd.
5.3
Cloud and Edge Encoder Architectures

Tbd.
5.4
W3C
tbd
6
End-to-End Simulation System
6.1
Introduction

This clause collects a set of technologies that relevant for XR Traffic Modeling and Services
6.2
Simulation Overview

Tbd.
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