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	1. Mary-Luc: Do we need a codec on the device for local games?
0. Thomas: local not that relevant, whenever it impacts the network
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=====  CHANGE  =====
[bookmark: _Toc37326135]2	References
Add at the end
[X]		3GPP TS26.223, "Telepresence using the IP Multimedia Subsystem (IMS); Media handling and interaction"
=====  CHANGE  =====
4.X	Screen Content Coding
3GPP TS26.223 [X] specifies a client for the IMS-based telepresence service supporting conversational speech, video and text transported over RTP. Telepresence is defined as a conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants (i.e. as if they are in same location) by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size.
For video, beyond the regular capabilities, telepresence UEs are recommended to support:
-	H.265 (HEVC) Screen-Extended Main, Main Tier, Level 4.1
-	H.265 (HEVC) Screen-Extended Main 4:4:4, Main Tier, Level 4.1

=====  CHANGE  =====
6.Y	Scenario Y: Online Gaming and Screen Content Scenario
6.Y.1	Motivation
According to the 2020 Mobile Internet Phenomena Report from Sandvine [9] gaming is also continuing to grow on mobile network. The improved performance of 4G and the coming promise of 5G will continue to drive at least casual gamers to mobile networks.
STEAM, ETC.
[Editor's Note: From TR26.928, the following use cases are in context:
	5
	Untethered Immersive Online Gaming
	VR
	6DoF
	Streaming, Interactive, Split
	XR5G-V3
XR5G-V4 with gaming controller

	6
	Immersive Game Spectator Mode
	VR
	6DoF
	Streaming, Split
	XR5G-P1
XR5G-V3
XR5G-V4



The following architectures
[bookmark: _Toc33042052]6.2.5	Raster-based Split Rendering
[bookmark: _Toc33042056]6.2.5.4	Content Formats and Rendering
Rasterized 3D scenes available in frame buffers (see clause 4.4) are provided by the XR engine and need to be encoded, distributed and decoded. According to clause 4.2.1, relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps.The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV signals may be considered.
[bookmark: _Toc33042057]6.2.5.5	Relevant QoS and QoE parameters
With the use of time warp, the latency requirements follow those documented in clause 4.2.2, i.e. the end-to-end latency between the user motion and the rendering is 50ms. 
It is known from experiments that with H.264/AVC the bitrates are in the order of 50 Mbps per eye buffer. It is expect that this can be reduced to lower bitrates with improved compression tools (see clause 4.5) but higher quality requirements may absorb the gains. It is also known that this is both content and user movements dependent, but it is known from experiments that 50 - 100 Mbps is a valid target bitrate for split rendering.
Regular stereo audio signals are considered, requiring bitrates that are negligible compared to the video signals.
5QI values exist that may address the use case, such 5QI value number 80 with 10ms, however this is part of the non-GBR bearers (see clause). In addition, it is unclear whether the 10ms with such high bitrates and low required error rates may be too stringent and resource consuming. Hence, for simple split rendering in the context of the requirements in this clause, suitable 5QIs may have to be defined addressing the latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently.
The uplink is predominantly the pose information, see clause 4.1 for details. Data rates are several 100 kbit/s and the latency should be small in order to not add to the overall target latency.
[bookmark: _Toc33042059]6.2.6	Generalized XR Split Rendering 
[bookmark: _Toc33042063]6.2.6.4	Content Formats and Rendering
In this context, the buffers may not only be 2D texture or frame buffers as in case of clause 6.2.5, but may include geometric data, 3D data, meshes and so on. Also multiple objects may be generated. The content formats discussed in clause 4.6 apply.
[bookmark: _Toc33042064]6.2.6.5	Relevant QoS and QoE parameters
With the use of different buffers, the latency requirements follow those documented in clause 4.5.2, i.e. the end-to-end latency between the user motion and the rendering is 50ms. However, it may well be that the update frequency of certain buffers is less. This may result in differentiated QoS requirements for different encoded media, for example in terms of latency, bitrates, etc. 
More details are FFS. 
]
6.Y.2	Description of the Anticipated Application
Tbd – TR26.928
6.Y.3	Source Format Properties
tbd
6.Y.4	Encoding and Decoding Constraints
tbd
6.Y.5	Performance Metrics
tbd
6.Y.6	Interoperability Considerations
tbd
6.Y.7	Test Sequences
tbd
6.Y.8	Detailed Test Conditions
tbd
6.Y.9	External Performance Data
tbd
6.Y.10	Additional Information
tbd

