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1. Introduction

To implement interactive and social VR and AR systems at a large scale, interoperability is key. Currently in 16 out of the 24 use cases of the XR Study [1] include conversational aspects. Thus, with this contribution (section 2) we propose a general architecture for social and communicational aspects in XR. The ultimate goal of this architecture is to stimulate discussions and help us with the technical mappings of different use cases towards 3GPP. Please note that the diagram originates from MPEG [2], but in this context highlights the 3GPP relevant parts in a generic social XR architecture. 
2. Proposed Architecture
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Figure SVR1. Generic Social XR Architecture (3GPP relevant parts highlited in green)
5.9.X
Generic Social XR Architecture
In Figure SVR1, the user/client side is depicted twice. The left side is the capturing side, whereas the right side is the rendering side. In practice, these functions may (and usually will) be integrated within a single device (e.g. a smartphone) possibly augmented by peripheral devices like a wireless camera. Another option is that they are indeed separated, using a PC as a capture device and a XR redering device (like AR Glases, mobile phone or VR HMD).

At the user/client side, a User Capture Client function performs media capture and metadata capture of/with the user, as well as session signalling to set up channels for media and metadata transmission. Media typically includes audio and (possibly volumetric) video, but could include other modalities, such as touch. The Virtual Scene Rendering Client function creates a virtual scene, typically 3DOF, for a user by performing media rendering, metadata processing, scene configuration, as well as session signaling to set up channels for media and metadata reception. 

We assume that social XR systems are inherently networked, e.g. the different user devices are connected through a fixed, wireless or mobile network, while being supported by functions in the network. First, the Common Scene Media function provides the media that represent the common virtual environment for all users (3DOF video and spatial audio) as well as the (possibly interactive) media that is jointly consumed as part of that virtual scene (the 3DOF equivalent of picture-in-picture, for instance a TV screen that all users can watch together). Next, the Network Media Processing function may perform any media and/or metadata processing that is required to place, for a certain user, multiple other users consistently into a virtual environment. A typical example would be a Multipoint Control Unit (MCU) function that combines and processes the video captured from the various users in order to reduce the resource requirements of the clients. Finally, the social XR Server function takes care of all the session signalling to set up channels for the exchange of media data and metadata. It performs control functions for the scene configuration, network media processing and common scene media.
3. Proposal

We propose to add the generic social XR architecture to the permernat document and use it as a basis for discussions about the technical mappings of the conversational use cases in the XR 5G study.
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