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1 Introduction
This document proposes an initial summary of the workshop and some key findings that may relate and or impact our work inXR5G.
All available documents are collected here: https://www.3gpp.org/ftp/TSG_SA/WG4_CODEC/Joint%203GPP%20SA4%20-%20VRIF-AIS%20Workshop%202019/Docs/
Also VR-IF maintains the presentations here: https://www.vr-if.org/immersive-media-meets-5g/
2 Summary of individual talks with relevance to XR5G
In the following the talks are summarized and the issues related to XR5G (updates to TR and/or permanent document are highlighted).
	


	
	Immersive Media Meets  5G

Chair’s Slides

	Summary:
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	How 5G enables new Realities


Martin Renschler, Qualcomm

	In 15 months, the following technology updates happened:

· Power Savings by integration from Snapdragon 820 to 855

· Eye Tracking and Foveated rendering: 2x savings for high resolution

· Computer Vision and AI in HW

· See-Through and Depth Cameras

· Improved connectivity: Wifi 802.11ad and 5G (sub 6 and MM Wave)

· Streaming of 6DoF video and split rendering

· Standalone viewers and high-res tethered

· Inside-out tracking, wireless HDMI
· ARCore: Surface detection, light estimation, anchoring objects
· Khronos OpenXR: XR rendering/timing abstraction

· Controllers for 6DoF tracking
· Displays: 4k per eye, multi-focus, multiple viewports, laser projectors

Form Factors:

· AR or VR Glasses connected to smart phone via USB-C.

· Power consumption on glasses only 1W

Architecture:

· Split rendering:

· Edge cloud: partial rendering (video+meshes)

· XR headset: on device adjustment to latest pose

	


	
	 Needs of Scalable AR/VR  at the Mobile Edge
Dr. Greg Jones
 nvidia

	 Modern VR System needs 450 MPIX/S (3024 x 1680 @ 90 fps)
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Important new concepts:

· Time Warp: (https://xinreality.com/wiki/Timewarp)
· also known as Reprojection is a technique in VR that warps the rendered image before sending it to the display to correct for the head movement occurred after the rendering.[1] Timewarp can reduce latency and increase or maintain frame rate. Additionally, it can reduce judder caused missed frames (when frames take too long to render).[2] This process takes the already rendered image, modify it with freshly collected positional information from your HMD's sensors, then display it to your screen. Utilizing depth maps (Z Buffers) already present in the engine, Timewarp requires very little computation.

· Asynchronous Timewarp or ATW is when timewarp occurs on another thread in parallel (asynchronously) with rendering. Before every vsync, the ATW thread generates a new timewarped frame from the latest frame completed by the rendering thread.[1] ATW fills in the missed frames and reduces judder.[4]

· How Timewarp Reduces Latency

· Without Timewarp, your HMD would capture the data about the position of your head, render the image based on this data (correct angle etc.), then display the image when the next scene is due to be on screen. In a 60 fps game, a new scene is displayed once every 16.7 milliseconds. With this process, each image you see is based on the head-tracking data from almost 17 milliseconds ago.

· With Timewarp, the first 2 parts of the process is the same. your HMD would capture the data about the position of your head and render the image based on the data. Before this image is displayed, your HMD captures the position of your head again. Using this information, the rendered image is modified with a mathematical calculation to fit the latest data. Finally the modified image is displayed on screen. The resulting image is more recent and more accurately depict the position of your head at the time of display than the image initially rendered. Timewarp only works in very short distances and time intervals or the resulting image will look unrealistic or out of place.
· Timewarp allows engines to increase or maintain frame rate when they are otherwise unable to do. It does this by artificially filling in dropped frames. In a game engine limited to 50 frames per second, a new frame is displayed once every 20 milliseconds. To increase the game's frame rate to 60, you need to display a new frame once every 16.7 milliseconds. To increase the fps through timewarp, the last completely rendered frame, not the one that is currently rendering, is updated with the latest data about the position of your head. The modified frame is displayed before your eyes.[2] Theoretically, this method could increase frame rate from 1 to 60. Realistically, timewarp only works in very short distances and time intervals. Long distances or time intervals will make the image appear unrealistic or out of place.
· Lens Distortion
· https://xinreality.com/wiki/Virtual_Reality_Headset_Lenses
· Also see TR26.918

· Haptics feedback

Nested Latencies:
· Geometry: 5ms

· Haptics: 10-20ms

· GI 40ms

5G + VR/AR/VGPU at the edge is a significant opportunity. Requirements

· Ultra Low Latency

· High Bandwidth

· Cutting edge compute

· Cost efficient delivery

· Valuable use cases

AR/VR/vGPU 5G Edge stack is complex

	<Ericsson slides>
	
	<tbd>
Jan Söderström, Ericsson

	

	


	
	Distributing AR & VR Compute in a 5G World
Jeff Solari, Intel


	Top VR/AR Usages

· VR Consumer: Games, Immersive Video, Education and Training

· AR Consumer: Games, Education and Training
· VR Commercial: Film Production & Amusement, Virtual Property Tours, Product Dev

· AR Commercial: Retail Showcasing, Industrial Maintenance, Onsite Assembly & Safety
What does 5G bring to AR/VR?

· Higher data rates up to 10 Gbit/s

· Increased bandwidth in both directions

· Lower network latency

· Support for greater density of connections

· Providers use the edge to bring compute closer to the home/business
· All delivered wirelessly

5g Benefits for Ar/VR Users

· Wireless Experience

· AR experiences delivered while mobile and outdoors

· Thinner clients due to distributed compute

· Better streaming and sharing with low latency

· Share compute with/from your neighbour

AR/VR Requirements for 5G Networks:

· High Resolution Stereo Displays: 1440x1600 @ 90fps ( 4k per eye by 2023

· 3DoF, 3DoF+, 6DoF Video Streaming: needs some cloud/edge support

· End-to-end latency 10-20ms with 90fps refresh rates

· Fast file app download rates One point was the size of downloading VR/AR games and the sheer size of it being in the several GBytes.
· Storage of files in cloud/edge and clients

· All day battery life for client/GMD/glasses
Differentiates different compute configurations including HMD, Client, Edge, and Cloud
· Client compute

· File Streaming

· Command Streaming

· Video Streaming

	Discussion Panel:

· Split rendering can use todays video codecs, but may benefit from new approaches, both in terms of formats and latency

· 3D video compression

· More distributed compression

· 5G may terminate in phone, puck or glass

· Up to 4 GPUs dedicated to one headset, sharing is difficult

	


	
	Seeking the Pokemon Go of 5G Era
Ferhan Ozkan
XR First

	Not addressed

	


	
	Keynote
Virtual and Augmented Reality – Democratization
Gary Radburn
Dell

	Use Cases:

· Industrial: Oil and gas, Engineering and manufacturing, Healthcare

· Media and Entertainment



	


	
	3GPP achievements on VR & ongoing developments on XR over 5G
Gilles Teniou
3GPP/Orange

	Covered already

	


	
	MPEG-I
“I” is for Immersive
Rob Koenen
MPEG/Tiledmedia

	Covered in AHVIC-191

	


	
	Point Cloud Compression

Danillo Graziosi
MPEG/Sony

	What are point clouds?
· 3D point cloud: (X,Y,Z) + (R,G,B)/(Y,U,V) + reflectance + transparency
· Very high data rates, e.g. 800,00 points @30 fps ( 2.88 Gbps

	


	
	Standardizing XR: OpenXR
Brett Insko
Khronos/Intel

	Covered in AHVIC-191

	


	
	VR beyond 360
Paul Higgs
VRIF/Huawei

	Covered in AHVIC-191

	


	
	ETSI Industry Specification Group Augmented Reality Framework (ISG ARF): activities overview and outlook
Ludovic Noblet
ETSI/b<>com

	Covered in AHVIC-191

	


	
	The activities of GSMA on 5G and Cloud AR/VR
Jyrki Penttinen
GSMA

	Covered in AHVIC-191
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	Morning Keynote

	Observation:

· Hollywood and Silicon Valley are merging

· Games and films are merging

Proposal:
· Create a mezzanine format to be used by both

· Mezzanine format is based on point clouds
· Transmedia format
	
	Scot Barbour
Sony

	


	
	Key XR content projects to pave the way for 5G
Morgan Bouchet
Orange

	5G and Cloud
· Cloud XR (AR/VR/MR) is the key for immersive business.

· Processing power will be transferred in the cloud instead of GW computers and headsets

· Mobile edge computing

Immersive Live Event use case:
· Location independent

· Live and on-demand

· VR head set and smartphone

· Social interactions

	


	
	Building The Home for XR
Armen Filipetyan
IconicEngine

	The Iconic Engine VR Platform is a broadcastgrade solution for distributing live and prerendered 360° experiences to audiences worldwide across movie devices, HMDs, and desktops.
Content for 5G

· Volumetric Video Streaming

· High Fidelity XR Video (8K, 12K, etc..)

· Real Time Content

· Live Mixed Reality Events

· Massive Social Experiences

· Fully Articulated Digital Avatars

· Beyond Device Capability / Split Rendering

· Holometric LBE Content
New Questions:

· How do you store and manage this new content?

· How do you monetize it?

· How do you incorporate it into current apps?

· How do you leverage new tech?

· How do you get away from bespoke solutions?

· How do you do it?

	


	
	KPN’s perspective on future communication and 5G
Simon Gunkel
KPN/TNO

	Social AR/VR/XR Experiences with following requirements:

· (Managed) bandwidth for video streams: uplink & downlink
· More important than for regular video
· In-network video processing
· Central communication bridge
· End -user devices: user devices: user devices: user devices: user devices: user devices:
· VR headset
· Headphones
· (depth) webcam

	


	
	Revolutionizing XR Experiences with the Power of the Edge
Rolf Muralt
MobiledgeX

	Introducing an emerging class of applications

· π apps = PI = Pervasive & Immersive
· Device: Smartphone/Tablets, IoT, Next-gen

· Interaction: AI-based, Natural Interface, Machine

· Content: Video heavy, Interactive, Latency sensitive,

· High IO
Issue: Client is mobile – Cloud is static

· Client has become mobile but backend is still location unaware and static

Cloud Services

· Game Platform Services: Provide meta-game functions such as multiple players joining the same dedicated game server instance or holding the ”friend list” social graph.
· Dedicated Game Server: Provide the game logic. To minimize latency client game apps communicate directly with the dedicated game servers (L4/UDP).
· Analytics Stack: An important component of modern games, stores and queries analytics and gameplay events. Telemetry goes to a common collection point (Hadoop).
· Game Database: Often games begin with a single relational database that is then scaled up and eventually replaced by a database service layer built on top of NoSQL databases.
Three technical pillars:

· Bringing Cloud Closer to Users/Devices
· Managing Privacy: Federated, Distributed, Planet Scale Container Orchestration System
· Safer Edge with Trusted Users, Applications and Networks
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	Cable Ready for Immersive Media with 10G
Arianne Hinds
CableLabs

	Still to be completed

	<to be added>
	
	To be added
Serhad Doken

	Panel: Still to be completed

	Still to be completed

	


	
	Afternoon Keynote: What Exactly Is the AR Cloud and Why Should We Care?
Amy Peck, EndeavorVR

	 Still to be completed

	


	
	5G + 4G = Reality
Tim Porter
Underminer Studios

	Still to be completed

	


	
	Liberating Virtual Human Experience with 5G
Christina Heller
Metastage

	Still to be completed

	


	
	Esta Chiang
8i

	Still to be completed

	Panel: Still to be completed


3 Proposal

It is proposed to take this information into account and possibly update.
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