3GPP TSG SA WG4 Video Telco	AHVIC-186

Source:	Samsung Electronics Co., Ltd.
Title:	Clarification and Feasibility of Use Case 10
Document for:	discussion and agreement
Agenda Item:	4

Introduction
We proposed use case 10 on 3D Communication. During the last call, clarification comments on the use case were brought up. The relationship to use case 6 was also asked. This contribution addresses these comments and provides more information on feasibility of the use case.

Use Case Updates
Real-time 3D Communication
	Use Case Description: Real-time 3D Communication (from S4-181465)

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his thumb finger to rotate the view and look around Alice’s head. Bob may not be able to see the full head or may see a reconstructed model of it (e.g. based on a pre-captured model). Alice is able to apply a selected set of 3D AR effects to her 3D head (e.g. putting a hat or glasses).

	Categorization

	Type: 3D Real-time communication, AR
Degrees of Freedom: 3DoF+
Delivery: Conversational
Device: Phone

	Preconditions

	· Alice's phone is equipped with 3D capture capabilities, such as front depth camera
· Bob's phone can receive a proper 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 
· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	The following requirements are considered:
· High quality, very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of faces/verticespoints or polygons

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or TPU processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 
The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
· Extension of the MTSI service to support dynamic 3D objects and their formats




Relationship to Use Case 6
Use cases 10 and 6 are very related as they both are based on video telephony, but they focus on different aspects. UC 6 focuses on AR effects that are applied on the receiver side, either sent by the other party or added by the receiving party. UC10 emphasizes the natural 3D face/head reconstruction as compared to tradition 2D video communication. 
The AR effects of UC6 may be performed in 2D or in 3D, but UC6 obviously stresses out that if a 3D head representation then the AR effects will be more accurately reproduced. 
We suggest that both use cases be merged together, where the following aspects are emphasized:
· A video call as the baseline
· A 3D reconstruction of the head (as a geometry or geometry+texture) can be obtained
· 3D AR effects are transmitted to the other party
Feasibility
It is already possible to reconstruct an accurate representation of a person’s head or complete body using a camera rig. Commercial RGB-D cameras that can have a good accuracy reconstruction of a person’s head by asking the person to pivot and rotate their head are already available in the market. 
In order for this use case to be realized, real-time reconstruction and tracking in 3D would be required. With sufficient processing capacity, these operations can be done at frame rates of 30 fps or even more. For AR effects in 3D, the tracking of face features in 3D space is already possible in real-time but also requires sufficient processing power. In general, this processing power is not possible nowadays on mobile devices and the availability of processing resources in the network to assist the session would be desirable or even needed. 
[bookmark: _GoBack]Different formats are needed to realize this use case. For example, a standardized representation of the face and head feature points in 3D space, the representation of the face/head geometry and texture, as well as the 3D representation of the AR objects. 

Proposal
We propose to merge UC6 and UC10 and add the clarifications and feasibility information to the new use case.

