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1 Introduction
This document provides comments on use cases 8, 9, 10, 11, 12, 15, 16, 17, 20 from S4-190260, i.e. the permanent document for FS_XR5G v0.3.2 as shown in Table 1.

Table 1 Considered Use cases

	No
	Use Case
	Type
	Delivery
	Device
	Status

	8
	XR Meeting
	AR, VR, XR, MR
	Interactive
Conversational
	Phone, HMD, Glasses, headphones
	

	9
	Convention / Poster Session
	AR, VR, XR, MR
	Interactive
Conversational
	Phone, HMD, AR Glasses, VR controller/pointing device, headphones
	

	10
	Real-time 3D Communication
	AR
	Conversational
	Phone
	

	11
	AR guided assistant at remote location (industrial services)
	2D video with dynamic AR rendering of graphics
	Local, Streaming, Interactive, Conversational
	5G AR Glasses, 5G touchscreen computer or tablet
	

	12
	Police Critical Mission with AR
	3DoF to 6DoF
	Local, Streaming, Interactive, Conversational
	5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning
	

	15
	AR animated avatar calls
	AR
	Conversational
	Phone, HMD, Glasses, headphones
	

	16
	AR avatar multi-party calls
	AR
	Conversational
	AR glasses, headphones
	

	17
	Front-facing camera video multi-party calls
	AR
	Conversational
	Smartphone with front-facing camera, headset
	

	20
	6DOF VR conferencing
	VR, XR
	Interactive, Conversational
	VR gear with binaural playback and HMD video playback, Call server
	


Clause 2 reviews the mandate of the call.

Clause 3 reviews the process for the use cases.

The remaining clauses address each use case individually.

Note that an update to this document is expected either prior to this call or the next call.
2 Mandate of Call
	Video SWG Telco on FS_XR5G (February 28, 2019, 4pm - 6pm cet, Host Qualcomm)
February 28, 2019, 4pm - 6pm cet ()
	· Review Use Cases as documented in S4-190258 (Permanent Document), clause 6 following the process in clause 6.0 and agree what is moved to Technical Report

· During this telco, the following use cases are not addressed:

· 4 Immersive 6DoF Streaming with Social Interaction
· 7 Video conferencing with AR calls
· 8 XR Meeting
· 9 Convention / Poster Session
· 10 Real-time 3D Communication
· 11 AR guided assistant at remote location (industrial services)
· 12 Police Critical Mission with AR
· 15 AR animated avatar calls
· 16 AR avatar multi-party calls
· 17 Front-facing camera video multi-party calls
· 20 6DOF VR conferencing

· Update the Permanent Document according to the agreements

· Update Annex A of TR 26.928 according to the agreements

· Submission deadline February 27, 4am cet (36 hours)


3 Proposed Process

The following procedure applies for moving to technical report:

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

For use cases that are moved to the Technical Report, in the course of the study item, is expected that the following aspects are addressed:

1) The use case is mapped to one or multiple architectures. The architectures are under development (see permanent document clause 5.9), but we expect to have Conversational, Interactive, Streaming, Download, and split rendering/compute architectures.

2) For each use case the functions and interfaces are defined, and the requirements are developed to address the use case.

3) Specific requirements include

a. Architectural requirements

b. Network and QoS requirements

c. Media Processing requirements

d. More detailed QoE requirements
4 Use Case 8: XR Meeting
4.2 Proposed Updates

	Use Case Name (from S4-190217)

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:

Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room. Each subgroup gathers around dedicated spots or tables and discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 

The main idea for the remote participants is to create a virtual world where they can meet and interact through their avatars with the other people. Remote participants are equipped with HMD and headphones. A remote participant would be able to move freely in the virtual conference room and interact with the different subgroups of people depending for example on the discussion they are having. In this scenario, the remote user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.

The physical participants see and hear avatars representing the remote participants through their AR Glasses and headphones. They interact with the avatars in the discussions as if these were physically present participants. For them the interactions with other physical and virtual participants happen in a mixed reality. In addition, at each subgroup meeting spot a video screen displays the avatars of the remote participants taking part in the subgroup discussion. Also displayed is the complete meeting space with all participants (or their avatars) in a top view. 

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots (tables) for subgroup discussions. Each of these spots is equipped with at least one video screen. At each of the spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participants: 

· UE with render capability through connected HMD and headphones

· Mono audio capture 

· Position tracking

Physical participants: 

· UE with render capability through connected (open) headphones and preferably, but not necessarily, AR Glasses 

· Mono audio capture of each individual participant e.g. using attached mic or detached mic with suitable directivity 

· Position tracking

Meeting facilities: 

· 360-degree video capture at dedicated subgroup spots

· Video screens (connected to driving UE/PC-client) at dedicated subgroup meeting spots visualizing remote participants and/or positions of participants in shared meeting space

Conference call server: 

· Maintenance of participant position data in shared meeting space

(Potentially) synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views. 

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at subgroup meeting spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various used media types.
System:

Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.

QoS: 

· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.
· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single subgroup meeting spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.  

	Feasibility

	Subject to an immersive voice and audio codec meeting the audio requirements of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case merely provided through the audio media component.

	Potential Standardization Status and Needs

	Requires standardization of an immersive voice and audio codec that supports 6DOF. The presently ongoing IVAS codec work item may provide an immersive voice and audio codec that meets the described requirements.  

Also required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 


4.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information is necessary based on this.
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?
· This clause provides a technical solution, but the focus should be on what is needed from the network.

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

4.4 Recommendation

We recommend to not yet move the use case to the Technical Report and at least take into account the above comments. We also expect to provide additional feedback for the next call. 
5 Use Case 9:
Convention / Poster Session

5.2 Proposed Updates

	Use Case Name (from S4-190217)

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 

It is assumed that the poster session may be real, however, in order to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 

Remote participants are equipped with HMD and headphones. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. The virtual participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses and headphones. The real and virtual participants and the presenter interact in discussions as if everybody was physically present. The remote participants have also the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.

Virtual presenters are equipped with HMD and headphones. They see their own poster, use their VR controller as a pointing device to highlight a part of the poster that they want to explain. They also see their audience, which may be a mix of real persons that are physically present at the meeting, and avatars of remote participants. It may also be that they see some colleagues passing by and, to attract them to the poster, they may take some steps towards the colleague and call out to her/him. The audience attends the virtual poster session in some dedicated physical spots of the conference area. The participants see and hear the virtual presenter through their AR glasses/headphones. They also see and hear the other audience that may be physically present or just represented though avatars.    

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	Preconditions

	On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots for the different poster presentations. Each of these spots is equipped with a video screen for the poster and at least one other video screen. At each of the poster spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participant: 

· UE with connected VR controller. 
· For render the UE has connected HMD and headphones.

· Mono audio capture 

· Position tracking

Remote presenter: 

· UE with connected VR controller. 
· For render the UE has connected HMD and headphones. 
· UE has document sharing enabled for sharing of the poster.

· Mono audio capture. 

· Position tracking.

Physical auditors/presenters: 

· UE with connected Glasses and open headphones. 
· UE has a connected pointing device. 

· UE of presenter has document sharing enabled for display of the poster on video screen and for sharing it with remote participants.

Conference facilities: 

· 360-degree video capture at dedicated spots, typically at the posters.

· Video screens at dedicated spots (next to the posters), visualizing remote participants and/or positions of participants in shared meeting space.

· Video screens for display of the posters.  

· Video screens are connected to driving UE/PC-client.

Conference call server: 

Maintenance of participant position data in shared meeting space

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at poster spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.  
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.

Document sharing:

· Support of sharing of the poster from UE/PC-client as bitmap/vector graphics or as non-conversational (screenshare) video.
Support of sharing of pointing device data and VR controller data, potentially as real-time text. 

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various media types.

System:

Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.

QoS: 

· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.

· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single poster spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

· Document sharing: QoS attributes are [tbd].

· Pointing device/VR controller data: QoS attributes are [tbd].

· Media synchronization and presentation format: QoS attributes are [tbd].

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. This experience is further augmented through the virtual sharing of the posters and the enabled interactions using the pointing devices. Thus, the remote participants and the real poster session / conference audience are able to hear the remote attendee’s verbalized questions & presenter’s answers, with reference to their physical and virtual positions, so that their audio matches with their visual / virtual experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.


	Feasibility

	Subject to an immersive voice and audio codec meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case provided merely through the audio media component.

Poster sharing and sharing of pointing device data is widely established technology. 


5.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information is necessary based on this.
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?
· This clause provides a technical solution, but the focus should be on what is needed from the network.

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards
· This aspect is not yet documented

5.4 Recommendation

We recommend to not yet move the use case to the Technical Report and at least take into account the above comments. We also expect to provide additional feedback for the next call. 
6 Use Case 10:
Real-time 3D Communication

6.2 Proposed Updates

	Use Case Description: Real-time 3D Communication (from S4-181465)

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his thumb to rotate the view and look around Alice’s head.

	Categorization

	Type: 3D Real-time communication, AR

Degrees of Freedom: 3DoF+

Delivery: Conversational
Device: Phone

	Preconditions

	· Alice's phone is equipped with 3D capture capabilities, such as front depth camera
· Bob's phone can receive a proper 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	The following requirements are considered:

· High quality very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of faces/vertices

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or TPU processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 

The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Extension of the MTSI service to support dynamic 3D objects and their formats


6.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item
· It is unclear how this use case is different from use case 9

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?
· It would be good to mention some challenges

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information on formats would be welcome, but can be deferred to the next step.

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?
· How can a front depth camera provide a 3D representation of the entire head? The use case seems to miss important aspects

· Are "facial expressions" a leftover from the previous use case. They are unclear as they stand.
· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?
· Point cloud compression is not a delivery technology, so propose to remove.

· QoE Considerations: What is expected that the user is satisfied with the quality?
· Are "facial expressions" a leftover from the previous use case. They are unclear as they stand.

· Is there more information on how quality can be measured/subdivided?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards
· We believe that first the representation of 3D formats needs to be defined, a second step is then the integration into a service.

6.4 Recommendation

We recommend to not yet move the use case to the Technical Report, but clarify the above questions and review afterwards for potential inclusion.
7 Use Case 11:
AR guided assistant at remote location (industrial services)

7.2 Proposed Updates

	Use Case Name (from S4-181473)

	AR guided assistant at remote location (industrial services)

	Description

	· Pedro is sent to fix a machine in a remote location. 

· Fixing the machine requires support from a remote expert. 

· Pedro puts his AR 5G glasses on and turns them on. He connects to the remote expert, who uses a tablet or a touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is connected and coordinated with his glasses.

· The connection supports conversational audio and Pedro and the expert start a conversation.

· Pedro’s AR 5G glasses support accurate positioning and Pedro’s position is shared live with the expert such that he can direct Pedro in the location.

· The AR 5G glasses are equipped with a camera that also has depth capturing capability.

· Pedro activates the camera such that the expert can see what Pedro is viewing. 

· The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video content, by activation of appropriate automatic object detection from his application, and via drawing of instructions as text and/or graphics and via overlaying additional video instructions. In the case that the expert uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place the overlay text or graphics.

· The overlaid text and/or graphics are sent to Pedro’s glasses and they are rendered to Pedro such that he receives the visual guidance from the expert on where to find the machine and how to fix it.

· Note: the video uplink from Pedro’s glasses might be “jumpy” as Pedro moves his head. A second camera and corresponding video uplink to show an overview video of Pedro and the machinery or alternatively a detailed video of the machinery functioning, is a help to the expert when performing this type of service.

	Categorization

	Type: AR

Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

	Preconditions

	Pedro has AR Glasses with the following features

· 5G connectivity

· Support for conversational audio

· Positioning (possibly even indoor)

· Camera with depth capturing

· Rendering of overlay graphics

· Rendering of overlay video

The remote expert has a tablet or touch-screen device (with peripheries) with the following features

· Securily connected to Pedro

· Headphones

· Gesture acquisition

· Composition tools to support Pedro

· Access to a second stationary camera that is provides synchronized video to Pedro's uplink traffic


	Requirements and QoS/QoE Considerations

	QoS:

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· Accurate user location (indoor/outdoor) (to find machine or user location) 
QoE: 
· For Pedro:

· Fast and accurate rendering of overlay graphics and video

· Synchronized rendering of audio and video/graphics

· For remote expert: 

· High-quality depth video captured from Pedro's device

· Synchronized and good video signal from second camera

· Synchronized voice communication from Pedro

· Accurate positioning information


	Feasibility

	· Vuzix Blade AR glasses with WiFi connectivity to a smartphone with 4G connectivity
· Specific applications

	Potential Standardization Status and Needs

	· 5G connectivity: ongoing 3GPP standardization
· 5G positioning: ongoing 3GPP standardization – API required for sharing with low latency

· MTSI regular audio between Pedro and expert

· MTSI 2D video call from Pedro to expert, potentially a second video source as help for the expert.

· Pedro received video + graphics (manuals, catalogs, manual indications from the expert, object detection) + overlaid video rendering either in the network or locally
· Synchronization of different capturing devices

· Coded Representations of 3D depth signals and delivery in MTSI context


7.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos
· Proof of concept
· Existing services
· References
· More implementation details would be welcome before moving this use case. What does "specific applications" mean?
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

7.4 Recommendation

We recommend to not yet move the use case to the Technical Report, but collect additional information on implementability and feasibility.
8 Use Case 12:
Police Critical Mission with AR

8.2 Proposed Updates

	use case proposal: Police Critical Mission with AR

	Description

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:

· AR displays (or AR Glasses), 

· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)

· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)

· 5G connectivity and very accurate 5G location

· Each team member can talk each other via PTT or duplex communication

· Each team capture and deliver VR video with extremely low latency to central police.

· A lower quality may be sent to lower the latency requirement

· A high quality is stream up for recording purposes

· Surround sound maybe capture as well.

· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.

· Squad team members can augment their surroundings with drone data.

· Squad team members can extend their physical presence by taking over control of one or more drones.

· Police central operations can extend their physical presence by taking over control of one or more drones.

· At the police central facilities, they can see each VR360 camera and have communication to all members of the team

· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.

· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics

· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)

· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)

Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions

· Stereo communication is needed to enhance the intelligibility 

· Since each team is wearing stereo headset

· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.

· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)

	Categorization

	Type: AR, VR

Degrees of Freedom: 3DoF to 6DoF

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet

· VR camera and microphone capture 

· 5G connectivity and positioning

· Real time communication

· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 

· Low latency

· High bandwidth



	Feasibility

	· TBA

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications

· 5G positioning
· MTSI/MCPTT SWB/FB voice communication

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS uplink VR

· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering


8.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos
· Proof of concept
· Existing services
· References
· More implementation information is necessary in order to move the use case.

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

8.4 Recommendation

We recommend to not yet move the use case to the Technical Report, but collect additional information on implementability and feasibility.
9 Use Case 15:
AR animated avatar calls

9.2 Proposed Updates

	Use Case Name (from S4-190115)

	AR animated avatar call

	Description

	Tina is wearing AR glasses while walking around in the city. She receives an incoming call by Alice, who is using her phone, and who is displayed as an overlay (“head-up display”) on Tina’s AR glasses. Alice doesn’t have a camera facing at her, therefore a recorded 3D image of her is sent to Tina as the call is initiated. If she wouldn’t have had such a personal image, an avatar would have been sent to Tina. The avatar or 3D image Alice sent can be animated, following Alice’s actions, but as she doesn’t have a camera and only uses her smartphone in handset mode. Note that Alice didn’t press the ‘mute animations’ button that would have disabled all animations for Tina. Instead, as Alice holds the phone in her hand and as she moves her head, basic head rotation data, extracted from the phone’s built-in motion sensing, is sent to Tina, giving Tina the impression that Alice is attentative.

As Tina’s AR glasses also include a pair of headphones, Alice’ mono audio is rendered binaurally at the position where she is displayed on Tina’s AR glasses. Tina also has interactivity settings, allowing to lock Alice’s position on her AR screen. Therefore, her visual and auditory appearance moves when Tina rotates her head. As Tina disables the position lock, the visual and auditory appearance of Alice is placed within Tina’s real world and thus Tina’s head rotation leads to compensation on the screen and audio appearance, requiring visual and binaural audio rendering taking the head tracker data of the AR glasses into account.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	AR participants: Phone with tethered AR glasses and headphones (with acoustic transparency).

Legacy participants: Phone with motion sensor.  

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects (avatars) into real scenes and rendering an audio overlaid to the real acoustic environment. 

	Feasibility

	AR glasses in various form factors exist, including inside-out tracking. At the present time though they are too bulky.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars or cut-out heads, alpha channel coding

Audio coding and transmission for streams from all participants


9.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item
· It is unclear what type of motion information would be sent and how this could be consistently used. It may well be that the regular phone is "moved" without consistency. More details would be needed

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· More information should be provided

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos
· Proof of concept
· Existing services
· References
· More implementation information and/or existing services would be welcome.

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?
· More information on the motion sensing would be needed

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

9.4 Recommendation

We recommend to not yet move the use case to the Technical Report but address the above issues first.
10 Use Case 16:
AR avatar multi-party calls

10.2 Proposed Updates

	Use Case Name  (from S4-190115)

	AR avatar multi-party call

	Description

	Bob, Jeff, and Frank are in Venice and walking around the old city sightseeing. They are all wearing AR glasses with a mobile connection via their smartphone. The AR glasses support audio binauralization, e.g. via built-in headphones, allowing the real world to be augmented with visuals and audio.

They start a multi-party call, where each of them gets the other two friends displayed on his AR glasses and can hear the audio. While they walk around in the silent streets, they have a continuous voice call with the avatars displayed on their AR glasses, while also other information is displayed to direct them to the secret places of Venice. Each of them is placed on the AR glasses visually and acoustically (i.e. binaurally rendererd) in the direction where the friend is, thus they all at least know the direction of the others. While seeing some gondoliers on the channels they tell their friends how much they like the city.
As Jeff wants to buy some ice cream, he switches to push-to-talk to not annoy his friends with all the interactions he has with the ice cream shop.

As Bob gets closer to Piazza San Marco the environment gets noisier with sitting and flying pigeons surrounding him. Bob turns on the “hear what I hear” feature to give them an impression on the fascinating environment, sending 3D audio of the scene to Frank and Jeff. As they got interested, they also want to experience the pigeons around them and walk through the city to the square. Each of the friends is still placed on the AR glasses visually and acoustically in the direction where the friend is, which makes it easy for them to find Piazza San Marco and for Frank to just walk across the square to Bob as he approaches him. Jeff, who still eats his ice cream is now also coming closer to Piazza San Marco and just walks directly to Bob and Jeff. As they get close to each other they are no longer rendered (avatars and audio), based on the positional information, and they simply chat with each other.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: AR glasses, headphones

	Preconditions

	AR participants: Connected AR glasses or phone with tethered AR glasses and headphones (with acoustic transparency). GNSS support to derive relative position.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the rendering of the audio objects and 3D audio. 

	Feasibility

	AR glasses in various form factors exist, including inside-out tracking. At the present time though they are too bulky.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars 

Audio coding and transmission of mono objects and 3D audio for streams from all participants


10.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item
· It should be clarified that as direction it is meant geographical direction.

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information and existing devices/services are necessary.

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?
· We believe that at least for recording the San Marco sound system, a simple microphone is not sufficient. You need something like Eigen-Mics. Please provide mode details.

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards
· Also rendering and scene composition is necessary.

10.4 Recommendation

We recommend to not yet move the use case to the Technical Report but address the above issues first.
11 Use Case 17:
Front-facing camera video multi-party calls

11.2 Proposed Updates

	Use Case Name  (from S4-190115)

	Front-facing camera video multi-party call

	Description

	Bob, Jeff, and Frank are back in New York City and each of them is walking to work. They just have their smart phones with a front-facing camera and a small headset, allowing the real world to be augmented with audio.

They start a multi-party video call to discuss the plans for the evening, where each of them gets the other two friends displayed on the phone and can hear the audio, coming from the direction on the horizontal plane where the phone is placed in their hand and some slight spread to allow easy distinction. While they walk around in the streets of New York, they have a continuous voice call with the cut-out heads displayed on their phones. The acoustic front is always in the direction of the phone each of them is holding, thus the remote participants are always in the front. When they rotate their head though, the front-facing camera tracks this rotation and the spatial audio is binauralized using the head-tracking information, leaving the position of the other participants steady relative to the phone’s position. As Bob turns around a corner with the phone still in his hand for the video call using the front-facing camera, his friends remain steady relative to the phone’s position.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Smartphone with front-facing camera, headset

	Preconditions

	Participants: Phone with front-facing camera, motion sensors, and headset (more or less acoustically transparent).

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

	Feasibility

	Possible today

	Potential Standardization Status and Needs

	Visual coding and transmission of video recorded by front-facing camera

Audio coding and transmission for streams from all participants


11.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok>
· There is consensus that the use case is understood, relevant and in scope of the Study Item
· The use case is not really a use case description, but more a technology realization. It would be good to make the use case more generic and add the information in the use case to the Quality-of-Experience section. Also the usage of the front camera for positioning is already an implementation.
· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information and existing devices/services are necessary.

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?
· The details on what the motion sensors would track, should be added.

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards
· Also rendering and scene composition is necessary.

11.4 Recommendation

We recommend to not yet move the use case to the Technical Report but address the above issues first.
12 Use Case 20: 6DOF VR conferencing

12.2 Proposed Updates

	Use Case Name (from S4-190217)

	6DOF VR conferencing

	Description

	1.
Physical scenario

The physical VR conference scenario is illustrated in Fig. 1. Five VR conference users from different sites are virtually meeting. Each of them is using VR gear with binaural playback and video playback using an HMD. The equipment of all users supports movements in 6DOF with corresponding head-tracking. The UEs of the users exchange coded audio up- and downstream with a VR conference call server. Visually, the users are represented through their respective avatars that can be rendered based on information related to relative position parameters and their rotational orientation. 


[image: image1.emf]U1

(London)

U5

(Paris)

U2

(Stockholm)

U4

(Berlin)

U3

(Moscow)

Call 

server


Figure 1: Physical scenario

2.
Virtual scenario

Fig. 2 illustrates the virtual conferencing space generated by the conference call server. Initially, the server places the conference users Ui, i=1…5, at virtual position coordinates Ki = (xi, yi, zi). The virtual conferencing space is shared between the users. Accordingly, the audio-visual render for each user takes place in that space. For instance, from user U5’s perspective, the rendering will virtually place the other conference participants at the relative positions Ki – K5, i≠5. For example, user U5 will perceive user U2 at distance 
|Ki – K5| and under the direction of the vector (Ki – K5)/|Ki – K5|, whereby the directional render is done relative to the rotational orientation of U5. Also illustrated in Fig. 2 is the movement of U5 towards U4. This movement will affect the position of U5 relative to the other users, which will be taken into account while rendering. At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users 
U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders. The simultaneous move of user U2 is working according to corresponding principles.
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Figure 2: Virtual scenario 



	Categorization

	Type: VR, XR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Media Components: Audio-only, Audio-Visual

Devices: VR gear with binaural playback and HMD video playback, Call server

	Preconditions

	The described scenario relies on a conference call server. 

Similar scenarios can be realized without server. In that case, the UEs of all users need to be configured to share their encoded audio and their positional and rotational information with the UEs of all other users. Each UE must further allow simultaneous reception and decoding of audio bitstreams and 6DOF attributes from the UEs of all other users.

	Requirements and QoS/QoE Considerations

	The described scenario provides the users with a basic 6DOF VR conferencing experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position coordinates but also their rotational orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

In order to support 6DOF VR conferencing scenarios as presented above, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of position and orientation information of a receive endpoint.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position coordinates, orientation coordinates, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video:

Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.

	Feasibility

	Subject to the used immersive voice and audio codec meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

	Potential Standardization Status and Needs

	Requires standardization of an immersive voice and audio codec that supports 6DOF. The presently ongoing IVAS codec work item may provide an immersive voice and audio codec that meets the described requirements.  


12.3 Analysis of use case

<Highlight in green if ok, and in yellow with comments if not ok – see example in clause 6>
· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· More implementation information is necessary based on this.
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?
· This clause provides a technical solution, but the focus should be on what is needed from the network.

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards
· We do not believe that the audio codec for itself is sufficient, other aspects need standardization. More analysis necessary
12.4 Recommendation

We recommend to not yet move the use case to the Technical Report and at least take into account the above comments. We also expect to provide additional feedback for the next call. 
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