Page 4
Draft prETS 300 ???: Month YYYY


SA4 Video SWG conf. call on VRStream
AHVIC-117
Monday, 12th February, 2018, 4-6pm, CET

Source: 
Dolby Laboratories Inc.
Title: 
On Common Informative Binaural Renderer for Testing
Agenda Item:
4 (VRStream)
Document for
Discussion/Agreement

1 Summary
Tdoc S4-180318 [1] represents the current draft set of requirements for submission information for VRStream audio profiles. Along with the submission information, subjective test results of the evaluated candidate audio profiles shall be provided. Document [1] specifies corresponding tests/test methodologies for comparative evaluations against reference conditions. Those reference conditions are in certain tests with headphone listening supposed to be generated using a Common Informative Binaural Renderer. The source suggested in Tdoc S4-AHQ126 [2] that this Common Informative Binaural Renderer should be based on a production renderer. Since a basic purpose of a production renderer is to validate that the content producer’s intent has been achieved it can be assumed that the audio impression created with that renderer properly reflects the content author’s artistic intent. Thus, the audio generated with that renderer represents an obvious reference condition. 

This contribution substantiates the proposal to base the Common Informative Binaural Renderer for testing on a production renderer. 

2 ITU-R actitities on specifying a production renderer 
It is to be noted that ITU-R, being aware of the need of renderers that will faithfully reproduce content that is being created today, and help guarantee playback with the author’s full intent, currently undertakes an effort defining a baseline renderer for programme production and monitoring. This work has been carried out by ITU-R WP6C-RG33 since 2015 under Question ITU-R 139/6 Methods for rendering of advanced audio formats [3]. This work has progessed to Preliminary Draft New Recommendation (PDNR) BS.[RENDERER] [4] and as expressed in last RG-33 report [5] it is anticipated that the PDNR could become DNR at next 6C/6 meeting in April 2018, which would mean that it would be for formal approval by ITU. Thus, the work appears sufficiently stable to be considered by 3GPP/SA4 for being the basis for the Common Informative Binaural Renderer for testing.
As stated in the scope of the BS.[RENDERER] PDNR, the recommendation specifies requirements for audio rendereres used in content authoring, verification of metadata and production monitoring, and also specifies renderers (profiles) that meet these requirements. The PDNR expresses that the renderer performance will be such that it can be used to validate that the own quality expectations of the content producer has been achieved. The source is hence of the opinion that content rendered with the renderer that has been used for perceptual quality validation is a natural reference for the comparison tests that will be carried out under the VRStream work item.
The source believes further it is worth noting that, according to the requirements, the renderer of BS.[RENDERER] will be very suitable to meet the VRStream needs to properly render channel-, object- and scene-based audio. The PDNR states explicitely the expectation that the rendered audio signals represent the waveforms of audio objects, scene, or channel elements. There will also be the use of a system of static and dynamic metadata that describes the properties of these audio elements to be rendered. The metadata will be according to Recommendation ITU-R BS.2076 (ADM) [6]. The proposal of the source and co-signers of document [7], to base the metadata elements for the Common Renderer API on ADM, is conceptually in line with that.
The renderer according to BS.[RENDERER] will not cover headphone rendering. As pointed out by the source in [2] the renderer would therefore need a suitable binaural extension. This should be done according to the guidance provided by 3GPP TR 26.918 [8], which describes in clauses 4.3.5.1 - 4.3.5.3 how scene-, channel-, and object-based audio signals can be binauralized. Since that renderer serves only reference purposes in the subjective evaluations of the VRStream audio profile candidates, the complexity of that binauralization process is no issue and potentially very long BRIRs/HRTFs could be used.
3 Proposal  
The source kindly suggests that SA4 should consider the work carried out by ITU-R WP6C Q139/6 and the PDNR BS.[RENDERER] [4] as the basis for the Common Informative Binaural Renderer for the subjective audio evaluations under the VRStream work item. It is suggested to liaise with WP6C about the exact status and the possibilities for SA4 to rely on the work carried out under Q139/6 and specifically the possibilities to base the Common Informative Binaural Renderer for testing on BS.[RENDERER]. Notably the next WP6C meeting will be held in the same week as the SA4#98 meeting (16-20 April), which may facilitate swift communication. 
Provided that there are possibilities for relying on ITU-R’s production renderer, it is further suggested to add a binaural extension according to the guidance provided by 3GPP TR 26.918 [8].
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