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1 Introduction
The Video Telephony Robustness Improvements Extensions (VTRI_EXT) work item is targeting the study of the benefits of the additional error resiliency (ER) tools that could improve the performance of the Multimedia Telephony Service for IMS under different channel conditions. IMS and MTSI services are required to support inter-working with similar services operating on other IP networks [1]. In order to support robust operation of MTSI clients across QoS and non-QoS networks additional tools that can address error cases observed over non-QoS operation needs to be addressed. Also higher bitrates require additional error resiliency tools to address more frequent error frames. Particular ER tools under study are the support for NACK based selective retransmission [5], block based forward error correction (FEC) [6] [7] and the complementary error correction scheme based on RFC 4585 RPSI feedback message [4]. In order to evaluate the benefits of these tools under different channel conditions, test conditions and evaluation criteria have to be determined. This document discusses the evaluation metrics and how they relate to the perceived video quality as well as the testing framework.
2 Error resiliency tools evaluation

In order to evaluate the performance of proposed tools under various channel conditions metrics for video quality have to be defined. In order to simplify the evaluation process, it will be assumed that corrupted video frames will not be rendered. This eliminates encoder and decoder specific dependencies that can vary between implementations [10] [10] [11] [12].  When an error occurs, video freezes until recovery happens. Recovery can happen in a number ways dependent on the ER tools used.
In codec level RPSI feedback message, the recovery happens when a recovery or “good frame” arrives. This will typically take round trip time plus some processing time duration, and during this time video will be frozen by rendering the last correctly reconstructed frame. It has negligible bitrate overhead since no additional frames are encoded for recovery. RPSI by itself does not provide any significant advantage over the existing generic NACK scheme supported in TS 26.114 [1] except for implementation simplification. However it does provide a unique recovery mechanism in the presence of generic NACK usage for retransmission replacing the behavior of generic NACK that is supported in TS 26.114. When RPSI is used for recovery, no additional delay is introduced. For evaluation of RPSI, number of dropped frames and rendering smoothness are the important parameters.
In retransmission, missing packets will be retransmitted. It is an efficient feature since you have to transmit only the missing packets instead of sending an entire frame. Additionally since it is a transport layer ER tool where only missing packets are transmitted without having to interact with the codec to generate new packets. With low round trip times (RTT), and efficient rendering jitter management, retransmitted packets can be processed in time at the receiver to eliminate video freezes during recovery. Retransmission can be utilized in multiple ways in the receiver. For low RTT and low failure rates, it can be used to achieve smooth video rendering without suffering from video freezes with reasonable delay within the bounds defined in TS 22.105 [2]. Alternatively, if delay cannot be tolerated, then the client may choose to not render some frames during leading to video freezes during the recovery. The bitrate overhead of retransmission is equivalent to the packet loss rate since only lost packets are retransmitted. For evaluation of retransmission, the end-to-end rendering delay, rendering smoothness are the critical metrics.  Rendering logic for NACK is highly dependent on the client implementation. A client may choose to modulate the de-jitter buffer and/or rendering delay to achieve smooth playback in the expense of added rendering delay. Alternatively, it can keep the de-jitter buffer and rendering delay constant and freeze the video until video rendering catches up the rendering time. In this evaluation, it is recommended that the former approach is used for evaluation of NACK based retransmission.
In FEC, FEC packets with their associated overhead can be used to recover missing packets, resulting in no impact from the missing packets on the rendering. If FEC cannot recover the error then fall back to RPSI or generic NACK retransmission mechanisms can be taken, which could introduce video freezes. The amount of overhead used in FEC can be modulated according to the packet loss rate. By modulating the FEC overhead, trade-off between spatial video quality and temporal consistency can be achieved. FEC can be used in combination with retransmission and/or RPSI. If generic NACK is used to complement the FEC scheme, then the above criteria defined for NACK should be used. For the RPSI complementary case, video freezing until arrival of recovery frame will be used.

These proposed tools can be used alone or in combination. For example FEC and RPSI or FEC and NACK can be used in combination to complement each other (i.e. when FEC fails, NACK or RPSI can achieve recovery).

2.1 Performance metrics:

Assuming that there will no corrupted pictures will be rendered, then parameters that effect perceived video quality are:

1. Bitrate overhead

2. End-to-end rendering delay

3. Number of frames not rendered

4. Rendering smoothness measure (standard deviation of rendering time from the target rendering time) 
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In terms of bitrate overhead, FEC and retransmission are the tools that have bitrate overhead impact, FEC being the one that may have significant overhead. Given a limited channel bandwidth, full channel utilization, bitrate overhead impacts spatial video quality. The final effect of the overhead is the reduction of effective video source rate. Although it is content dependent, generally, bitrate reductions of 15% or more are perceivable.

End-to-end rendering delay for video which impacts audio delay is critical for conversational services. The upper limit for tolerable delay is 400ms. Delays of 150ms or below are not noticeable. During a call end-to-end delay may vary. Among the proposed tools, retransmission is the only tool that may have impact on the end-to-end delay.

Number frames not rendered conveys information on the temporal video quality. A frame will not be rendered if it has a missing packet or it is dependent on past frames that had missing packets. It is related to ER failure rate for frames. In general the higher it is, the worse the perceived video quality is. However the distribution of non-rendered frames also impact the visual quality. In [9]
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[11]it is reported that the frequent short video freezes result in lower MOS scores than long infrequent video freezes. Rendering smoothness measure in combination with number of not rendered frames convey distribution information of video freezes. These two metrics are applicable to all proposed ER tools.

During the testing process, audio-video (AV) synchronization will be assumed to be preserved, i.e., long term delay in video will force audio to be delayed. End to end delay in evaluation setup will remain within the bounds specified in TS 22.105.

In terms of video content, the parameters that have impact on the evaluation are bitrate and frame rate. Suitable video resolutions (320x240 – 1280x720) can be derived from these two parameters [TBD]. Frame rates of 15-30 fps would be suitable for evaluating the proposed tools.

Audio content should not be part of the target bandwidth. The feedback channel should be error free for evaluation of the tools.

It would be desirable to evaluate the proposed tools in a simulation environment similar to described in [8] where given a bitstream and error pattern, the resulting video can be derived in an offline simulation environment. Given the nature of the proposed ER tools, e.g. feedback, varying FEC overhead, rendering delay, re-encoding (RPSI), it is not a trivial task to provide such a simulation environment. Instead conducting the tests on an end-to-end VT system with an emulator and pre-captured input content could be more practical [TBD].  

3 Test Conditions and testing methodology
Error profiles for different operating conditions should be defined for evaluation of proposed tools. Error profiles representing guaranteed QoS and best effort (non-QoS) cases should be used. They can be from real channel capture logs or from simulated channel conditions [TBD]. 

3.1 Simulated channel

For simulated channel conditions, it should be assumed that the channel conditions do not vary for the transmission duration. This would mean that the channel bandwidth, end-to-end delay and packet loss rate would stay nearly constant. For testing, bandwidth ranging from 200kbps to 1Mbps [TBD] should be sufficient to cover beneficial operating range of the proposed tools. End-to-end delay ranging from 50ms to 400ms [TBD] should be sufficient to test the tools under study. In terms of packet loss rates, 0.01% to 5% [TBD] packet loss should be sufficient to evaluate the tools. The loss patterns can range random loss to different length burst losses according to a model such as simplified Gilbert Elliott model [TBD].

3.2 Real channel capture logs

In order to test the proposed tools under real channel capture logs, channel logs (throughput, arrival time, RTP packet loss) of VT calls at bitrates specified for the simulated channel case. The packet traffic will be generated from a VT terminal. Logs from guaranteed QoS LTE, best effort LTE and Wifi channels will be collected that are representative of typical use case (stationary, mobile). Ideally the bandwidth of the traffic should be lower than the available bandwidth to eliminate excessive congestion related losses or delays that could bias the experimental results [TBD].

3.3 Evaluation platform

Simulated channel models will used to drive a network emulator that is in between two VT terminals implementing the proposed ER tools. The proposed metrics defined in section 2.1 will be logged to characterize behavior of each tool. Each tool will be tested individually and in combination with other tools. The following test cases will be run for each test content over all channel conditions defined in sections 3.1 and 3.2:

	Test Cases

	RPSI

	Retransmission (NACK)

	FEC

	Retransmission + RPSI

	FEC+ retransmission

	FEC+RPSI


Rendering jitter will be adjusted according to packet arrival times. FEC overhead will be modulated according to the packet loss rate.
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