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1 Summary
A more thorough discussion on audio aspects for VR Streaming has started only recently. During the SA4 VR ad-hoc meeting testing aspects pertaining to VR Streaming were discussed under the Liquimas work item [1]. In the last SA4 Video SWG conference call on VR, there was further discussion based on a contribution [2] that addressed procedural aspects relevant for the submission and the testing of VR Audio media profiles or schemes. That contribution also contained a system proposal for VR streaming audio for inclusion in draft TS 26.118.

This contribution takes up certain aspects of these discussions, evolves them further and presents the position of the source in a proposition.

2 Discussion
Contribution [2] envisions that there may be multiple proposals of VR Audio media profiles or schemes. It suggests that each such submission shall define an API between audio decoder and renderer. 
The source assumes that this proposal is based on the insight that the data conveyed over the API between audio decoder and renderer is typically specific for each submission. The source supports this view because it is of the opinion that each audio media profile or scheme may require a very specific interface format between decoder and renderer, such that best possible audio quality of the solution can be ensured.
Furthermore, according to the proposal in [2], each submission shall also comprise a renderer “that provides the usage of the decoder output and the API signal to render a signal”. 
The source understands this suggestion in a sense that the main purpose of the submitted renderer is to exemplify the use of the data provided over the API to the renderer. The source supports this view but prefers using the term ‘example renderer’ rather than ‘reference renderer’. The term ‘reference’ might cause inadequate expectations about the status of the renderer, which should be avoided. The source is of the opinion that the actual choice of renderer should be at the discretion of each device manufacturer, in accordance with individual product strategies that may entail specific quality/complexity/cost trade-offs. The purpose of the provision of the example renderer should solely be to illustrate the API and to show with one specific realization how the data was processed to generate the VR audio experience documented by the provided characterization results. 
Contribution [2] also expresses the expectation that a media profile does not require a certain renderer and that the renderer is provided along with the characterization tests results.  
This view is in line with the source’s view and with what is stated in the previous paragraph.
Contribution [2] further suggests that the submission of a renderer “as a common VR audio scheme/renderer (independent of a decoding system) applicable for any file decoding process” shall require a justification. It also states that “such a renderer may be defined primarly only for testing purposes, but no implementation of such a renderer is expected to be mandated.”
In the source’s understanding this suggestion/statement questions the idea of a common VR audio renderer. The source supports this view because it is of the opinion that a common renderer would rather prevent manufacturers to select developers based on own product strategies and it would also hinder renderer improvements in future.
A common renderer would also require the definition of a common API for any solution. A common API definition would also likely not warrant optimal quality for each specific VR audio coding solution. In addition, the process of agreeing on a common API would presumably require significant effort and time in SA4 that is not available in the short timeframe of the VRStream work item. 
With regards to using a common renderer in testing, there are various reasons why the source considers this idea questionable.
Firstly, the tests are not supposed to provide direct comparisons between the different submitted solutions. Rather, the nature of the tests is characterization, giving an indication what VR audio quality the audio media profile or scheme with a specific renderer realization may provide. Thus, a common renderer is not needed for the sake of comparability of different solutions. 
Secondly, a common renderer would require a common API between audio decoder and renderer. As stated above, a common API would likely compromise the quality of the provided solutions and it is hence questionable that a common API could easily be agreed.
Thirdly, a common renderer, not specifically optimized for the given audio media profile or scheme, under practical product implementation aspects, would unlikely reflect reality.
Thus, making adaptations to the submitted solutions just for the sake of using a common renderer in tests is likely a fruitless effort that should be avoided.

One further discussion topic that arose during the last SA4 Video SWG conference call on VR was the rendering instrument or listening configuration for the audio tests. The discussed options were binauralized rendering through headphones or playback over a suitable multi-channel room loudspeaker system. Tests based on either of these approaches were performed in the FS_VR study and are documented in 3GPP TR 26.918 [3]. Good arguments in favour and against exist for both. The option using headphones has the advantage that the listening experience may be closer to what can be expected in a practical product. However, as discussed in the TR a severe weakness of this approach is that there is no control of how much the actual binauralization (beyond the coding) impairs the spatial experience. The option with loudspeaker rendering may avoid that problem. Still, the methodological issue with this approach is that the test results are not ensured to fully reflect the VR audio experience that may be practically achievable using binauralization. 
The source is of the opinion that the proponent of a VR audio media profile or scheme should be given the freedom to select the listening configuration based on own considerations. This is justified by the fact that the audio characterization test results for each submission can only be informative about the VR audio experience that may ultimately be achievable in practical products. In addition, since the characterization test results are not intended to allow one-to-one quality comparisons between different submissions, there is no actual need to mandate proponents to use the same listening configuration.
3 Proposal  
Based on the discussion and in large parts in line with the suggestions brought forward in [2] the source suggests:
· Each submitted solution for a VR audio media profile or scheme should for the connection between the VR audio decoder and renderer define a specific API that is optimized to support the full quality potential of the solution.
· Each submitted solution for a VR audio media profile or scheme shall come with an example renderer illustrating the use of the API and resulting in the VR audio quality experience as demonstrated by the VR audio characterization results of the solution. 
· The example renderer is one specific realization of a renderer capable of consuming the data provided over the API from the VR audio decoder. Realizations in practical products may apply different designs according to specific device manufacturer product strategies and market requirements.
· Audio VR characterization tests shall not require using a common API between audio decoder and renderer.

· Audio VR characterization tests shall not require using a common renderer.

· The listening configuration used in the audio VR characterization tests is a choice of the proponent of a VR audio media profile or scheme and may be either binauralized headphone rendering or multi-channel room loudspeaker rendering.
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