1

3GPP TSG-SA4 Ad-hoc Meeting on Virtual Reality 
S4-AHV015
Santa Clara, CA, USA, December 6-8, 2017


	CR-Form-v11.2

	 Draft CHANGE REQUEST

	

	
	26.918
	CR
	xx
	rev
	-
	Current version:
	15.0.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	


	Proposed change affects:
	UICC apps
	
	ME
	X
	Radio Access Network
	
	Core Network
	


	

	Title:

	Updates to TR 26.918 based on OMAF FDIS

	
	

	Source to WG:
	Fraunhofer HHI, Nokia Corporation, Deutsche Telekom

	Source to TSG:
	S4

	
	

	Work item code:
	VRStream
	
	Date:
	2017-12-04

	
	
	
	
	

	Category:
	C
	
	Release:
	Rel-15

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)

Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8
(Release 8)
Rel-9
(Release 9)
Rel-10
(Release 10)
Rel-11
(Release 11)
Rel-12
(Release 12)
Rel-13
(Release 13)
Rel-14
(Release 14)
Rel-15
(Release 15)
Rel-16
(Release 16)

	
	

	Reason for change:
	Since the completion of TR 26.918 some updates have been made to OMAF and OMAF FDIS has been finalized during 120th MPEG meeting in October 2017.    This CR updates TR 26.918 with information on media and presentation profiles from OMAF FDIS and aligns some terminology with OMAF. 

	
	

	Summary of change:
	· Added description of the existing candidate viewport-dependent streaming solutions in OMAF.
· Aligned some terminology with OMAF.

· Added missing references and abbreviations.

· Fixed some typos.

	
	

	Consequences if not approved:
	· Missing references and abbreviations.

· Missing alignment with OMAF.

· Lack of documentation about some candidate solutions.

	
	

	Clauses affected:
	2, 3.2, 4.2.5.5, 4.2.5.6, 9.2.2, 9.2.3.1, 9.2.3.4

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications

	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ... 

	
	

	Other comments:
	


======================  CHANGE 1 ======================
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
Savino, Peter J.; Danesh-Meyer, Helen V. (1 May 2012). Color Atlas and Synopsis of Clinical Ophthalmology -- Wills Eye Institute -- Neuro-Ophthalmology. Lippincott Williams & Wilkins. p. 12.

[3]
Dagnelie, Gislin (21 February 2011). Visual Prosthetics: Physiology, Bioengineering, Rehabilitation. Springer Science & Business Media. p. 398.

[4]
T.E. Boult and G. Wolberg, "Correcting chromatic aberrations using image warping", Computer Vision and Pattern Recognition 1992. Proceedings CVPR '92. 1992 IEEE Computer Society Conference on, pp. 684-687, 1992, ISSN 1063-6919.
[5]
Levoy, Marc, and Pat Hanrahan. "Light field rendering". Proceedings of the 23rd annual conference on Computer graphics and interactive techniques. ACM, 1996.

[6]
J. P. Snyder, "Flattening the Earth: Two Thousand Years of Map Projections," University of Chicago Press, 1993.
[7]
Skupin, R., Sanchez, Y., Hellge, C., & Schierl, T., "Tile Based HEVC Video for Head Mounted Displays", IEEE International Symposium on Multimedia (ISM), December 2016.
[8]
Michael A. Gerzon, Periphony: With-Height Sound Reproduction. Journal of the Audio Engineering Society, 1973, 21(1):2-10.
[9]
Recommendation ITU-R BS.2266-2 (04/2014): "Framework of future audio broadcasting systems".

[10]
Recommendation ITU-R BS.2051-0 (02/2014): "Advanced sound system for programme production".
[11]
Lee et al., "Scalable Multiband Binaural Renderer for MPEG-H 3D Audio", in IEEE Journal of Selected Topics in Signal Processing, vol. 9, no. 5, pp. 907-920, Aug. 2015.

[12]
Breebaart, J., Nater, F., and Kohlrausch, A., "Parametric binaural synthesis: Background, applications and standards," NAG/DAGA International Conference on Acoustics, 2009.

[13]
Brungart, D. S., Kordik, A.K., and Simpson, B.D - "Effects of headtracker latency in virtual audio displays", J. Audio Eng. Soc., Vol. 54, No. 1/2, 2006 January/February.
[14]
Lindau, A. - "The Perception of System Latency in Dynamic Binaural Synthesis", In Fortschritte der Akustik: Tagungsband der 35, NAG/DAGA pp. 1063-1066 - Rotterdam - 2009.
[15]
Lindau, A., et al., "A Spatial Audio Quality Inventory (SAQI)", Acta Acustica united with Acustica, 100(5), 2014.

[16]
Silzle, A., "3D Audio Quality Evaluation: Theory and Practice", ICSA, 2014.
[17]
C. Schissler, A. Nicholls & R. Mehra, "Efficient HRTF-based Spatial Audio for Area and Volumetric Sources", IEEE Trans on Visualization and Computer Graphics, 2016, Vol 22, No 4, pp 1356 - 1366.

[18]
K. E. Bystrom, W. Barfield and C. Hendrix, "A Conceptual Model of the Sense of Presence in Virtual Environments," in Presence, vol. 8, no. 2, pp. 241-244, April 1999.

[19]
Sheridan, Thomas B. "Musings on telepresence and virtual presence". Presence: Teleoperators & Virtual Environments 1, no. 1 (1992): 120-126.

[20]
Sheridan, T., Zeltzer, D., & Slater, M. (1995). "Presence and performance within virtual environments", In W. Barfield and T. Furness III (Eds.), Virtual Environments and Advanced Interface Design. (pp. 473-513). Oxford University Press.

[21]
Lindau, A., Weinzierl, S., (2011). "Assessing the plausibility of virtual acoustic environments", Forum Acusticum 2011, 27 June -1 July, Aalborg., European Acoustic Association, pp. 1187-1192.

[22]
Recommendation ITU-R BS.1534-3 (10/2015): "Method for the subjective assessment of intermediate quality level of audio systems".

[23]
Bertet, Stéphanie, et al. "Influence of Microphone and Loudspeaker Setup on Perceived Higher Order Ambisonics Sound Field", in Ambisonics Symposium 2009, June 25-27, Graz.
[24]
Durlach N.I, Mavor A.S, "Virtual reality Scientific and Technological Challenges" National Academy Press, 1995.
[25]
Draper M.H, "The adaptive effects of virtual interfaces: Vestibulo-ocular reflex and simulator sickness", PhD Thesis, University Washington, Sponsored by US Airforce Department, 1995.

[26]
Di Girolamo S, Picciotti P, Sergi B, Di Nardo W, Paludetti G, Ottaviani F "Vestibulo-ocular reflex modification after virtual environment exposure.", Acta Oto-Laryngologica. 2001 Jan; Vol 121 Issue 2 pp 211-215.

[27]
Jombı'k P, Bahy'l V, "Short latency disconjugate vestibulo-ocular responses to transient stimuli in the audio frequency range." Journal of Neurology, Neurosurgery, and Psychiatry; Vol 76 No 10, Oct 2005 pp 1398-1402.
[28]
Amin M.S, "Vestibuloocular Reflex Testing" Medscape Article Number 1836134, Feb 10 2016.
[29]
Jerald J, "Scene-Motion- and Latency-Perception Thresholds for Head-Mounted Displays" University of North Carolina PhD Dissertation, 2010.

[30]
Brungart et al., "Effects of Headtracker Latency in Virtual Audio Displays", Proceedings of International Conference on Auditory Display; ICAD-05, July 2005.

[31]
http://www.york.ac.uk/inst/mustech/3d_audio/higher_order_ambisonics.pdf.
[32]
Recommendation ITU-R BT.1359-1 (1998): "Relative Timing of Sound and Vision for Broadcasting".

[33]
EBU Technical Recommendation R37 (2007): "The relative timing of the sound and vision components of a television signal".

[34]
3GPP TS 26.116: "Television (TV) over 3GPP services; Video profiles".
[35]
ISO/IEC FDIS 23090-2, Information technology – Coded representation of immersive media (MPEG-I)– Part2: Omnidirectional media format.  
[36]
MPEG-H 3D Audio Verification Test Report, Geneva, 2017. http://mpeg.chiariglione.org/standards/mpeg-h/3d-audio/mpeg-h-3d-audio-verification-test-report.
[37]
3GPP TS 26.114: "IP Multimedia Subsystem (IMS); Multimedia telephony; Media handling and interaction".

[38]
3GPP TS 26.223: "Telepresence using the IP Multimedia Subsystem (IMS); Media handling and interaction".
[39]
3GPP TS 26.247: "Transparent end-to-end Packet-switched, Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)".

[40]
Jerome Daniel, Spatial Sound Encoding Including Near Field Effect: Introducing Distance Coding Filters and a Viable, New Ambisonic Format, 23rd AES Conference, Copenhagen 2003, p. 13.
[41]
Recommendation ITU-R BS.2076-0 (06/2015): "Audio Definition Model".

[42]
ETSI TS 103 223 (V1.1.1): "MDA; Object-Based Audio Immersive Sound Metadata and Bitstream".

[43]
C. Nachbar, F. Zotter, E. Deleflie & A. Sontacchi, "AmbiX - A Suggested Ambisonics Format" Procedings of Ambisonics Symposium 2011, June 2-3, 2011, Lexington, USA.

[44]
ETSI TS 103 190-1 (V1.2.1): "Digital Audio Compression (AC-4) Standard; Part 1: Channel based coding".

[45] 
ETSI TS 103 190-2 (V1.1.1): "Digital Audio Compression (AC-4) Standard; Part 2: Immersive and personalized audio".

[46]
ISO/IEC 23008-3:2015: "Information technology -- High efficiency coding and media delivery in heterogeneous environments -- Part 3: 3D audio".

[47]
ISO/IEC 23008-3:2015/Amd 3:2017; "MPEG-H 3D Audio Phase 2".

[48]
Wenzel, E.M. - "Analysis of the Role of Update rate and System Latency in Interactive Virtual Acoustic Environments", 103rd AES Convention, New York, 1997.

[49]
Sandvad, J. - Dynamic Aspects of Auditory Virtual Environments, 100th AES Convention, Copenhagen, 1996 May 11-14.

[50]
Michael Chapman et al., A standard for interchange of Ambisonic signal sets, Ambisonics Symposium, Graz 2009.
[51]
Stitt, P., Hendrickx, E., Messonier, J.C., Katz, B. FG - "Effect of Head Tracking Latency on Binaural Rendering in Simple and Complex Sound Scenes", 140th AES Convention, 2016 June 4‑7, Paris, France.

[52]
Satoshi Yairi, Yukio Iwaya and Yoiti Suzuki - "Investigation of system latency detection threshold of virtual auditory display", Proceedings of the 12th International Conference on Auditory Display, London, UK June 20 - 23, 2006.

[53]
Wenzel, E.M., "Effect of increasing system latency on localization of virtual sounds with short and long duration", Proceedings of the 7th International Conference on Auditory Display, pp.185-190, 2001.
[54]
Recommendation ITU-R BT.2021-1 (02/2015): "Subjective methods for the assessment of stereoscopic 3DTV systems".

[55]
Recommendation ITU-T P.915 (03/2016): "Subjective assessment methods for 3D video".

[56]
Brungart, D. S., Kordik, A.K., and Simpson, B.D - "The Detectability of Headtracker Latency in Virtual Auditory Displays" In: Proc. Of ICAD 2005 - 11th Meeting of the International Conference on Auditory Display, Limerick, Ireland, July 6-9, 2005.

[57]
Levitt,H. - "Transformed up-down methods in psycho-acoustics." J.Acoust Soc America,49(2), 467-477, 1970.

[58]
Mackensen, P. - "Auditive Localization, Head Movements, an additional cue in Localization." PhD thesis, TU-Berlin, 2004.

[59]
Klein, S. - "Measuring, estimating, and understanding the psychometric function: A commentary.", Perception & Psychophysics, 63(8) pp.1421-1455, 2001.

[60]
Recommendation ITU-R BT.1788 (01/2007): "Methodology for the subjective assessment of video quality in multimedia applications".

[61]
Recommendation ITU-R BT.500-13 (01/2012): "Methodology for the subjective assessment of the quality of television pictures".
[62]
Recommendation ITU-T P.910 (04/2008): "Subjective video quality assessment methods for multimedia applications".

[63]
E. Upenik, M. Rerabek and T. Ebrahimi. A testbed for subjective evaluation of omnidirectonal visual content, 32nd Picture Coding Symposium (PCS), 4-7 December 2016, Nuremberg, Germany.

[64]
Purnhagen H., Hirvonen T., Villemoes L., Samuelsson J., Klejsa J., "Immersive Audio Delivery Using Joint Object Coding" AES 140th Convention 2016 June 4-7, Paris, France.
[65]
ISO/IEC 23008-2:2017: "Information technology -- High efficiency coding and media delivery in heterogeneous environments -- Part 2: High efficiency video coding".
[66]
ISO/IEC 14496-15:2017: "Information technology – Coding of audio-visual objects – Part 15: Carriage of NAL unit structured video in the ISO base media file format".
<Editor’s note`: 14496-15 will be updated soon including Amd. 1, Cor. 2.2 and Cor. 3. For more information refer to the MPEG output documents w16940, w16787, w16938 and File-format Meeting Report.> 
======================  CHANGE 2 ======================
3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

diegetic: part of the VR scene and rendered according to HMD head-tracking information
non-diegetic: independent of the VR scene and rendered independently of HMD head-tracking information
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3DOF
3 Degrees of freedom

6DOF
6 Degrees of freedom

ACN
Ambisonic Channel Number

AOP
Acoustic Overload Point

BRIR
Binaural Room Impulse Response 

CBA
Channel-Based Audio

CICP
Coding Independent Code Point
CMAF
Common Media Application Format
CMP
Cubemap Projection
DASH
Dynamic Adaptive Streaming over HTTP

DAW
Digital Audio Workstation

EPG
Electronic Program Guide

ERP
Equirectangular projection

FOA
First Order Ambisonics

FOV
Field of view

HMD
Head Mounted Display

HOA
High Order Ambisonics

HRTF
Head-related transfer function
M2S
Motion to Sound

MBMS
Multimedia Broadcast Multicast Service
MCTS
Motion Constrained Tile Sets
MDA
Multi-Dimensional Audio 

mTSL
minimum Total System Latency

OBA
Object-Based Audio

OMAF
Omnidirectional MediA Format

QoE
Quality of experience
RWP
Region-Wise Packing
SBA
Scene-Based Audio

SNR
Signal to Noise Ratio

SRM
Similarity Ring Metric

TV
TeleVision

VR
Virtual Reality
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4.2.5.5
Region-wise packing
After projection, the obtained two-dimensional rectangular image can be partitioned into regions that can be rearranged to generate "packed" frames.
The operations to produce packed frames from projected frames (denoted "region-wise packing (RWP) ") might include translation, scaling, rotation, padding, affine transform, etc. Reasons to perform region-wise mapping include increasing coding efficiency or viewport dependent stream arrangement (as detailed with the multi-stream approach in Clause 4.2.5.6.3 and illustrated on Figure 4.13).
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Figure 4.13: Example of a multi-resolution cube map. Some of the rectangular areas
in the projected frame can be downsampled to construct the packed frame
If region-wise packing is not used, the packed VR frame is identical to the projected frame.
4.2.5.6
Encoding & Decoding

4.2.5.6.1
Introduction

Current 360 video services offer a limited user experience since the resolution in the user viewport and hence the visual quality are not on par with traditional video services. Multiple times UHD resolution is needed to cover the full‑360 surroundings in a visually sufficient resolution. This poses a major challenge to the established video processing chain and to the available end devices.
There are mainly three approaches that can be considered for 360 video delivery. All solutions can be grouped into:

-
Single stream approach.
-
Multi-stream approach.
-
Tiled stream approach.
Additionally, a 360 video may contain one or more "highlight region(s)" described in the spatial domain. Such regions correspond to spatial areas which may be associated with a specific intent and/or process, e.g. serving specific artistic intent, defining default viewport modes or any practical purpose for optimizing the delivery of VR services. Such highlight regions are content properties and are independent from any 2D projection map used.
4.2.5.6.2
Single stream approach

For HMDs, one straightforward approach would be to encode an exact or over-provisioned viewport for each user, i.e. crop the interesting part (e.g. viewport) for the user at the server side and encode it. However, although this approach minimizes the number of non-viewport samples to be decoded, it comes at the cost of an encoding overhead when considered for large-scale deployments. Another option that is considered as a single stream approach is to encode the full 360 video, transmit it to the receiver and decode the full 360 video while showing only the viewport.

Therefore, solutions that lie within this group have the drawback that either they may not be scalable or they may impose a big challenge in terms of required network resources (high bitrate of high resolution video) and required processing at the client side (decode a very high resolution video).

Mobile devices typically contain hardware video decoders tailored to resolutions used in traditional video services (HD or UHD). Therefore, it is important to limit the overall resolution to be transmitted and decoded in the mobile devices.
Using single stream approach, the receiver decodes the entire video (corresponding to either the viewport (exact or over-provisioned) or the full 360 video).

4.2.5.6.3
Multi-stream approach

The multi-stream approach consists of encoding several streams, each of them emphasizing a given viewport and making them available for the receiver, so that the receiver decides which stream is delivered at each time instance. The number of the streams made available can vary and be optimized; with a larger number of streams, a better match to the users' viewport can be obtained. However, this requires more storage capacity at the server side. Even though multiple streams are encoded and made available, only a single stream needs to be decoded depending on the users' viewport.
There are two ways of generating viewport-dependent video bitstreams for the multi-stream approach:

-
Projection/Region-wise packing based: A viewport dependent projection (e.g. Truncated Pyramid) or a projection (e.g. cubic) plus region-wise packing (e.g. multi-resolution cubemap shown on Figure 4.13) is used so that the number of samples is higher at the viewport and lower at surrounding areas. The encoding is done as usual, i.e. viewport unaware.

-
Encoding based: The encoder is configured so that the samples of the viewport are encoded at a higher quality, e.g. with a lower quantization parameter (QP).

Using multi-stream approach, the receiver decodes the corresponding entire video which results in different resolution or different quality areas. Mobile devices typically contain hardware video decoders tailored to resolutions used in traditional video services (HD or UHD). Therefore, it is important to limit the overall resolution to be transmitted and 
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9.2.2
Recommended Objectives

The following terms are used in the following:

-
Media Profile: file format track, including elementary stream constraints for a specific media type enabling a VR component.

-
Presentation Profile: Combination of different tools, including audio and video media profile, to provide a full VR Experience.

-
ISO BMFF Profile: The inclusion of a presentation profile into to an ISO BMFF file to provide a full VR Experience.

-
DASH Profile: Mapping of media to a DASH Media Presentation.

Based on the discussion and the use case above, the following requirements are derived for a solution addressing the use case in Clause 5.4.

General

1)
The solution is expected to provide for interoperable exchange of VR360 content.

2)
The solution is expected to avoid multiple tools for the same functionality to reduce implementation burden and improve interoperability.

3)
The solution is expected to enable good quality and performance.

4)
The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.

5)
The solution is expected to enable full interoperability between services/content and UEs/clients:

5.1)
The solution is expected to have a very low number of fully specified interoperability points that include what is traditionally known as Profile and Level information.

5.2)
Interoperability points addressing a Media Profile file format constraints, elementary stream constraints and rendering information.

5.3)
Interoperability points are expected to address a Presentation Profile for a full VR experience including different media, enabling their temporal synchronization and spatial alignment.

5.4)
The solution is expected to define at least one media profile for audio.

5.5)
The solution is expected to define at least one media profile for video.

5.6)
The solution is expected to define at least one presentation profile that includes one audio and one video media profile.

6)
The solution is recommended to take into account the capabilities of high quality devices such as HMDs that are on the market today or that are on the market by the time the specification is published.

7)
The solution is expected to support the representation, storage, delivery and rendering of:
7.1)
Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF.

7.2)
3D audio.

8)
The solution is expected to work with existing 3GPP PSS and MBMS storage and delivery formats.

9)
The solution is expected to support temporal synchronization and spatial alignment between different media types, in particular between audio and video.

10)
The solution is expected to enable applications to use hardware-supported or pre-installed independently manufactured decoders and renderers through defined conformance points.

11)
The solution is expected to support viewport-dependent processing (this may include delivery, decoding and rendering).

12)
The solution is expected to support at least one Presentation Profile that requires support for neither viewport-dependent delivery nor viewport-dependent decoding.

Note:
It is obvious that there will be viewport-dependent rendering, both for visual and audio components.

Delivery

13)
The Specification is expected to support the following methods of distribution:

13.1)
Download and Progressive Download as defined in PSS based on HTTP and the 3GP/ISO BMFF file format.

13.2)
Download Delivery as defined in MBMS using the 3GP/ISO BMFF file format.

13.3)
DASH-based streaming as defined in PSS.

13.4)
DASH-based distribution over MBMS.

Visual 

14)
The solution is expected to enable content exchange with high visual perceptual quality.

15)
The solution is expected to support distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps.

16)
The solution may support distribution of full panorama resolutions beyond 4K (e.g. 8K, 12K), to decoders capable of decoding only up to 4K@60fps, if sufficient interoperability can be achieved.

17)
The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
18)
The solution is expected to support encoding of equirectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner.

Audio 

19)
An audio media profile is expected to:

19.1)
support sound quality adequate for entertainment/broadcast (assessed by subjective testing, for example a scale of Excellent with ITU-R BS.1534)

19.2)
support binauralization and immersive rendering with sufficiently low motion-to-sound latency

19.3)
support 3D Audio distribution, decoding & rendering.

19.4)
support immersive content, e.g. higher order Ambisonics,

19.5)
support a combination of diegetic and non-diegetic content sources. 

19.6)
be capable to ingest and carry all content types:

19.6.1)
audio channels;

19.6.2)
audio objects;

19.6.3)
scene-based audio;

19.6.4)
and combinations of the above.

19.7)
be able to carry dynamic meta-data for combining, presenting and rendering all content types.

Security

20)
The solution is expected to not preclude:

20.1)
Solution and rendering to support secure media pipelines.

20.2)
Efficient distribution for multiple DRM systems (e.g. using common encryption).
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9.2.3
Candidate Solutions

9.2.3.1
Summary

MPEG completed the work on OMAF (Omnidirectional MediA Format) FDIS in December 2017 [35]. OMAF specifies the omnidirectional media format for coding, storage, delivery, and rendering of omnidirectional media, including video, images, audio, and timed text.
A candidate solution for the use case, addressing the recommended objectives in Section 9.2.2 is the "OMAF Viewport-Independent Baseline Presentation Profile". This profile includes two media profiles:

-
OMAF 3D audio baseline profile.
-
HEVC-based viewport-independent OMAF video profile.
Spatial alignment and temporal synchronization is provided by the integration into the ISO BMFF file format and/or a DASH Media Presentation.
Another candidate solution addressing the recommended objectives in Section 9.2.2 is the “OMAF viewport-dependent baseline presentation profile”. This profile includes two media profiles:
· OMAF 3D audio baseline profile.

· HEVC-based viewport-dependent OMAF video profile.
In the following, a summary of each of those media profiles referenced above is provided. For details, please refer to the OMAF FDIS [35].
NOTE: OMAF FDIS also includes two media profiles for image coding (“OMAF HEVC image profile”, “OMAF legacy image profile”), two timed text profiles (“OMAF IMSC1 timed text profile”, “OMAF WebVTT timed text profile”), another media profile for video (“AVC-based viewport-dependent OMAF video profile”) and another media profile for audio (“OMAF 2D audio legacy profile”) [35].
9.2.3.2
OMAF 3D audio baseline profile

This media profile fulfils requirements to support 3D audio. Channels, objects and Higher-Order Ambisonics is supported, as well as combinations of those. The profile is based on MPEG-H 3D Audio [46].

Note that MPEG-H 3D audio is designed for unidirectional media delivery and has not been evaluated in any other context, and is thus expected to be unsuitable for conversational applications.

MPEG-H 3D Audio [46] specifies coding of immersive audio material and the storage of the coded representation in a ISO Base Media File Format (ISOBMFF) track. The MPEG-H 3D Audio decoder has a constant latency, see "MPEG‑H 3DA functional blocks, internal processing domain and delay numbers" of [3DA]. With this information, content authors can synchronize audio and video portions of a media presentation, e.g. ensuring lip-synch. When orientation sensor inputs (i.e. pitch, yaw, roll) of an MPEG-H 3D Audio decoder change, there will be some algorithmic and implementation latency (perhaps tens of ms) between user head movement and the desired sound field orientation. This latency will not impact audio/visual synchronization (i.e. lip synch), but only represents the lag of the rendered sound field with respect to the user head orientation.

MPEG-H 3D Audio specifies methods for binauralizing the presentation of immersive content for playback via headphones, as is needed for 360 Media VR presentations. MPEG-H 3D Audio specifies a normative interface for the user's orientation, as Pitch, Yaw, Roll, and 3D Audio technology permits low-complexity, low-latency rendering of the audio scene to any user orientation.

9.2.3.3
HEVC-based viewport-independent OMAF video profile

This media profile fulfils basic requirements to support omnidirectional video. Both monoscopic and stereoscopic spherical video up to 360 degrees is supported. The profile does neither require viewport dependent decoding nor viewpoint dependent delivery. Regular DASH clients, file format parsers and HEVC decoder engines can be used for distribution and decoding. The profile also minimizes the options for basic interoperability. The profile requires clients to support:
-
HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of:
-
Equirectangular projection maps.
-
Frame-packing using either SbS or TaB to support stereoscopic video.
-
Simple extensions to the ISO file format (based on OMAF) to signal projection maps and frame-packing.
-
Mapping to DASH by using CMAF media profile constraints for HEVC and a restricted amount of signalling.
9.2.3.4
HEVC-based viewport-dependent OMAF video profile

This media profile enables viewport-dependent delivery and decoding based on HEVC Main 10 profile, Main tier, Level 5.1.
The profile requires clients to support:
-
HEVC Main 10 profile, Main tier, Level 5.1 with some restrictions and SEI messages to support signalling of:
-
Equirectangular and Cubemap projection maps.
-
Frame-packing using either SbS or TaB to support stereoscopic video.
-
Advanced extensions to the ISO file format (based on OMAF) to signal projection maps, frame-packing, region-wise packing, tiling, extractors and viewport-adaptation.
-
Mapping to DASH using Preselection descriptors or @dependencyIDs to signal possible dependencies for different viewports.
OMAF FDIS supports video up to a conformance point of HEVC Main 10 profile, Main tier, Level 5.1, which corresponds to a video resolution of 4K at 60 fps. With a viewport agnostic streaming approach (i.e., streaming the complete sphere with a single video bitstream), e.g. using the HEVC-based viewport independent OMAF video profile, for ERP at such a resolution, a viewport covering 90°x90° on the client side would have a resolution of roughly 1Kx1K per eye. Such a resolution is not enough to provide a sufficiently good quality of experience for 360° video, even when consumed using currently available HMDs, considering that a recent smartphone from 2017 already provides roughly 1.5Kx1.5K per eye/viewport. 
Using the HEVC-based viewport dependent OMAF video profile, it is possible to provide a higher resolution inside the viewport. For instance, multiple viewport-dependent video bitstreams can be provided with emphasized resolution/quality in certain regions using region-wise packing. Another approach supported by the profile is based on HEVC tiles. With this approach, it is feasible to offer the 360° video at different resolutions for each HEVC tile. Thus, by combining tiles at different resolutions, a bitstream conforming to HEVC Main 10 profile, Main tier, Level 5.1 can be delivered to the end device with a viewport resolution significantly higher than 1Kx1K.
In addition to allowing higher resolutions in the viewport, it is worth noting that substantial coding efficiency gains were reported for tiled streaming over regular ERP. In subclause 7.3 subjective assessment results of viewport adaptive streaming were reported, showing over 40% streaming bit rate savings.

In the following, two approaches enabled by the HEVC-based viewport dependent OMAF video profile are presented: namely the multi-stream approach and the HEVC tile-based approach.
A) Multi-stream approach

Viewport dependent streams can be offered by generating multiple rendered streams covering the 360° video using region-wise packing to signalize regions with a preferred viewing direction:
· Preparation of viewport-dependent streams relies on server-side viewport-dependent rendering. The server can define regions by using region-wise packing and downscale the regions not lying within the desired viewport while keeping the original resolution for the regions that match the desired viewport. Region-wise packing (RWP) includes operations such as transformation, resizing and relocation of regions of a picture to map to projected regions of a projected picture (see subclause 4.2.5.5). Figure 9.1 illustrates RWP for equirectangular and cubemap projections.

· Full resolution encodings need to be done for each of the possible viewports (e.g., multiple of 4K resolution for HEVC Level 5.1 devices). 
NOTE:
HEVC-based viewport dependent OMAF video profile supports ERP and CMP projection formats. For both projection formats, rectangular regions can be defined using RWP in order to provide unequal resolutions for different viewing directions.
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Figure 9.1: Illustration of region-wise packing (RWP) for equirectangular (top) and cubemap projection (bottom).
B) HEVC tile-based approach

Another possible option is to make use of HEVC tiles. This approach provides some benefits over the multi-stream approach. One benefit is the reduced storage and computation requirements on the playout side, since the number of parallel encodings on the server side is significantly reduced compared to the multi-stream approach (e.g. usually two encodings, one full resolution encoding and one encoding with reduced resolution). Furthermore, the use of HEVC tiles is beneficial for local playback, since the tile-based approach requires significantly less data to be downloaded (e.g., multiple complete versions of the 4K resolution representation at HEVC Level 5.1 would be required to be downloaded for the multi-stream approach) to the HMD before playout. Similar arguments apply for broadcast scenarios, where the multi-stream approach puts a heavy burden on the transmission rate.
Figure 9.2 illustrates a simple one-dimensional tiling configuration example in ERP, where each tile covers a 60°x180° subsection of the entire projected picture.
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Figure 9.2: Exemplary 1-dimensional tiling of 360° video in ERP.
Assuming that the full resolution video is accompanied by a 1:2 downsampled half resolution version with aligned tiling, Figure 9.3 demonstrates a mixed-resolution ERP encapsulation in ISOBMFF using subpicture tracks (carrying individual Motion Constrained Tile Sets (MCTS) with sample entry ‘hvc1’, i.e. tiles that do not reference data from other tiles at any picture). The MCTS tiles are converted into HEVC conforming bitstreams by following the MCTS sub-bitstream extraction processes as defined in [65].
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Figure 9.3: Combination of MCTS tracks into a single ISOBMFF file using extractor tracks.
Tile streaming using HEVC-based viewport dependent OMAF video profile is based on explicit reconstruction using extractor tracks as defined in ISOBMFF-Part 15 [66].  By that, NAL units of different tracks can be aggregated in order to generate a single ISOBMFF file as shown in Figure 9.3. Such an approach guarantees bitstream conformance.
Figure 9.4 shows a 360° video using CMP divided into 2x2 tiles (MCTS) per cube face, which accounts to 24 tiles in total. In the example, the 360° video is offered in two resolutions with a ratio of 1:2. 
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Two users watching different viewports can request those tile sets in different configurations, for instance as in Figure 9.5:
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Figure 9.5: Mixed resolution CMP for different viewports VP1 and VP2.
======================  END OF CHANGES  ======================
�


Figure 9.4: Two-resolution CMP using a tiling of 2x2 MCTS per cube face.








�Note that there is no COR3 in this version. Should we mention COR3 somewhere?
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