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[bookmark: copyrightaddon]Introduction
This contribution proposes changes to TR26.929 and add QoE metrics relevant with latency due to user interaction. 
************************************  START OF CHANGES ***************************************
[bookmark: _Toc495581199]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4]-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[x] 	VR Industry Form, Draft Guidelines v0.0 draft 010, 2017-9-12


[bookmark: _Toc495581200]3	Definitions, symbols and abbreviations
[bookmark: _Toc495581201]3.1	Definitions
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc495581202]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc495581203]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
[bookmark: _Toc495581204]	QoE				Quality of Experience
	VR					Virtual Reality
UL	Up-link
MTP	motion to photon
M2HR	motion to high quality

[bookmark: _Toc495605963][bookmark: _Toc495606054][bookmark: _Toc495612350]8	Transmission impact on VR QoE
[bookmark: _Toc495605964][bookmark: _Toc495606055][bookmark: _Toc495612351]8.1	Introduction
8.x 	MTP delay 
In case of viewport-independent transmission, MTP is relevant when user head movement happens. This latency depends on the processing capability of the device, e.g. sensor, media presentation. The information could be decomposed and logged by different OPs as listed in Table A. 
[bookmark: _Ref499888033]Table A MTP delay decomposition
	Delay segment
	Major contributor
	Observation point

	Detection of had movement and the sensor signaling to OP4
	sensor detection 
	OP3

	Presentation delay 
	Rendering 
	OP4


And accordingly the decomposed delay information is defined as in Table B.
[bookmark: _Ref499888091]Table B MTP delay decomposition information
	Key
	Type
	Description

	MTP
	List
	A list of MTP measurements.

	
	Entry
	Object
	A single object containing MTP information.

	
	
	t
	Real-Time
	Time of the observation

	
	
	mt
	Media-Time
	The media presentation time of the observation

	
	
	sensordelay 
	Integer
	The latency between detection of user head movement by OP3 to the sensor signalling to OP4.

	
	
	presentationdelay
	Integer
	The latency between receiving sensor signalling from OP3 to the presentation of high quality content



8.y 	M2HR delay 
In case of viewport-dependent streaming, referring to [x], a relevant latency metric to consider is motion to high resolution (M2HR) latency, defined as the latency from the change in head orientation to display of the first high resolution frame based on the new field of view. The sources contributing to M2HR include sensor latency, network request delay, delay in delivering packets from the origin server to the end device, and delay incurred in the client device due to buffering, decoding and rendering. Each delay element would have an impact on the user experience.
There is analysis of the delay decomposition for viewport-dependent streaming in [x] and here we take the case with no CDN deployment as a base for discussion. And the M2HR delay could be observed by the following OPs:
Table C M2HR latency decomposition
	Delay segment
	Major contributor
	Observation point 

	Detection of had movement and the sensor signaling to OP1
	sensor detection 
	OP3

	Request of FoV video content to the receiving of relevant FoV video 
	network transmission latency 
	OP1 

	Media processing delay 
	buffering, packaging and decoding
	OP2,

	Presentation delay 
	rendering 
	OP4



And accordingly the decomposed delay information is defined as in Table D.
[bookmark: _Ref499888185]Table D M2HR delay decomposition information
	Key
	Type
	Description

	MTP
	List
	A list of M2HR latency measurements.

	
	Entry
	Object
	A single object containing M2HR latency information.

	
	
	t
	Real-Time
	Time of the observation

	
	
	mt
	Media-Time
	The media presentation time of the observation

	
	
	sensordelay 
	Integer
	The latency between detection of user head movement by OP3 to the sensor signalling to OP1.

	
	
	transmissiondelay
	Integer
	The latency between requesting FoV content by OP1 to receiving relevant FoV content by OP1

	
	
	mediaprocessingdelay
	Integer
	The latency between receiving data from OP1 by OP3 to sending the decoded data to OP4

	
	
	presentationdelay
	Integer
	The latency between receiving data from OP3 to the presentation of high quality FoV content 



************************************  END OF CHANGES ***************************************
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