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Summary

This document presents an operator's view of the use cases for speech reconstruction.

1. Introduction

The capability to reconstruct the original speech is one recommendation criteria when selecting the codec for speech enabled services [1]. 

This document lists use cases for speech reconstruction. For each use case, it appears that only intelligibility is required. 

2. Use Cases for Speech Reconstruction

The ability to reconstruct speech from the SES codec parameters is useful in a few operational situations: 

1) Data logging in transaction processing

In some transaction applications for current telephony voice-based services the service provider likes to keep a log of what was spoken for perhaps review in the rare case of dispute. In these infrequent situations the service provider just needs to understand what was spoken. For such applications all transactions must be stored. In order to avoid huge capacity storage, an additional constraint is to compress speech as much as possible.

For such applications, only speech intelligibility is required, as well as the need to store compressed speech. In addition, the need to reconstruct speech will be infrequent, and very few people (who are not customers of an operator) will have to listen reconstructed speech.

2) Application dialogue design and system debug

During pre-deployment trials of services it is desirable to be able to listen to dialogues and check the overall flow of the application and vocabulary used in order to tune the service (adjusting prompts, optimising the grammars, …).

For this task, only speech intelligibility is required, and only a small number of system designers (who are not customers of an operator) have to be able to understand what was spoken.

3) database validation for model training 

If in a service data is used for model training it may be desirable to validate the content of the data by human listening. This operation is performed infrequently and is off-line with a few listeners (who are not customers of an operator) who only need to transcribe or validate an automatic transcription of what was spoken. 

3. Testing speech reconstruction

A direct way of testing this functionality, which is close to its use in practice, is to perform a transcription test. Listeners are asked to transcribe what they hear from the reconstructed speech utterance after it has been coded and decoded through the codec under test. 

Also the Diagnostic Rhyme Test (DRT) is a well proven and established method of evaluating intelligibility scores for speech codecs [2].

4. Conclusion

In all of the above use cases, it is only the intelligibility of the reconstructed speech that is needed. The person listening to the reconstructed speech just needs to understand what was spoken by the user when interacting with system.

It also appears that the speech reconstruction will be used infrequently. 

Finally, there is no use case where the listener of reconstructed speech is a customer of an operator.
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