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1. Introduction

In this document we completely specify the use of LDGM-Triangle code [1] to provide application layer FEC for MBMS file download services.  

LDGM-Triangle codes are linear large block FEC codes that belong to the family of LDPC codes. 

The following properties of LDGM-Triangle make them a good candidate for application layer FEC for MBMS download services:

· They are regular LDPC codes. 

· They are systematic FEC codes. 

· They have low encoding complexity due to the special structure of their parity check matrix. 

· Their decoding complexity is very low for erasure decoding. 

· Their decoding performance is characterized by a 5-7% decoding inefficiency or reception overhead. 

· They are resilient to bursty packet losses due to large block sizes.

An open-source implementation of LDGM-Triangle codes is available at [2].

2. Code Construction

An (N,K) LDGM-Triangle code is characterized by a binary low density parity check matrix of dimensions (N-K)x N. This is also used as a generator matrix at the encoder. The details of the construction of the parity check matrix are given in [1]. The matrix is very sparse i.e., there are very few numbers of ones in each column and each row. The encoder and the decoder must have access to the same matrix. The encoder/decoder can generate the matrix from N, K, left degree and the seed of the random number generator. Thus the encoder has to either signal these parameters in the FEC-OTI or it has to signal this matrix by some other means for example, a byte code to generate this matrix at the decoder.

3. Packetization

The performance of LDGM-Triangle codes improves with increasing block length of the code. The block length is characterized by the FEC parameters K and N.  Hence it is advantageous to encode the entire file in one block. The following Figure 1 gives an example of source blocking for a typical MBMS file download size of 3MB. For large file sizes, the file may be split into more than one source block.

Each packet needs to carry a FEC payload ID that uniquely identifies it at the receiver for FEC decoding purpose. The FEC payload ID may consist of the source block number (SBN) and the encoding symbol ID (ESI).

Since systematic encoding is used, the ESI of the source packet is an integer between 1 and K. The ESI of the parity is an integer between K+1 and N.
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Figure 1: Packetization of source file of size 3 MB for FEC encoding with large block LDGM-Triangle codes

4. Encoding

The encoding process for an LDGM-Triangle code involves generating (N-K) parity packets from K source packets. The structure of the parity check matrix enables it to be used also as a generator matrix for low complexity encoding. However, the parity packets must be generated in a particular order.

Suppose there are K packets s1, s2, s3,.., sK. The encoder generates (N-K) parity packets p1, p2, p3, …p(N-K) as explained below.

p1 is generated by XORing randomly selected packets from the set {s1,s2,…sK}.

p2 is generated by XORing randomly selected packets from the set {s1,s2,…sK, p1}.

p3 is generated by XORing randomly selected packets from the set {s1,s2,…sK, p1,p2}.

p4 is generated by XORing randomly selected packets from the set {s1,s2,…sK, p1,p2,p3}.

p5 is generated by XORing randomly selected packets from the set {s1,s2,…sK, p1,p2,p3,p4}.

.

.

.

p(N-K) is generated by XORing randomly selected  packets s1,s2,…sK, p1,p2,p3,p4,….p(N-K-1)}

The parity check matrix of the code governs the random selection of packets to be XORed.

5. Decoding

The decoding of LDGM-Triangle codeword for erasure correction is performed by recursively solving a system of linear equations by substitution.

· Here symbols can be a bit, a byte, or a packet, but the encoding and decoding steps are the same. In the following, a symbol refers to a packet.

· After receiving at least K (1+ε) total number of symbols (source+parity), form the decoding graph corresponding to the received parity symbols. Here ε is called reception overhead. Typical value of ε is 5%.

· Solve the system of linear equations recursively by substitution (equivalent to message passing algorithm) for K unknown variables.

Example: Suppose P is a received parity symbol that was formed by XORing the source symbols X, Y  and Z. 

      P = X ( Y ( Z.

      If X and Y were already received/solved, then the remaining unknown can be solved by 

      substitution: 

      Z = X ( Y( P. 

· This kind of decoding by substitution is repeated until all the unknowns are solved. 

· A decoding failure is declared if we cannot find any more equations with single unknown as was shown above.

· If all K unknown variables are not solved, then wait for one more parity symbol, add the symbol (equation) to the graph and try to solve the remaining equations. 

The decoding graph or the parity check matrix must be stored in the fast memory of the mobile termnal.

Virtual Source Blocking [3]: Decoding with limited fast memory at the receiver

The above-explained decoding procedure requires the decoder to store all the received packets in the fast memory. However, the available fast memory for FEC decoding on the mobile terminal is limited. Since the decoding steps are the same irrespective of the symbol size, a convenient virtual source blocking may be used to work around this constraint.

The source packets and the parity packets are generated at the encoder in the same manner as before. It is assumed that the encoder has sufficient fast memory to hold all source packets.

The virtual source blocking is shown in Figure 2 for a source file size of 3 MB. Here the group of source packets and the associated group of parity packets are sub-divided into virtual source blocks. The length of each packet is 512 bytes whereas the length of each symbol is 32 bytes. Hence the size of each virtual source-block is 6144*32 = 192 Kbytes.

The decoder already has the parity check matrix or decoding graph in the fast memory.

The decoder receives the source/parity packets and stores all of them in the slow memory by splitting them according to the virtual source block boundaries, as shown in Figure 3. 

In addition, it updates the decoding graph with the ESI of all the received packets.
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Figure 2. Virtual Source Blocking for systematic encoding  (a) Source Packets (b) Parity Packets
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Figure 3. Receiver stores the source packets and parity packets in slow memory after splitting them into virtual blocks. Here the Encoding Symbol Block contains both source symbols and parity symbols. The ESI of the received packets are updated in the decoding graph of the fast memory.
When it receives atleast K(1+() packets, it checks if decoding is possible i.e., if all the unknowns in the equations can be solved. If decoding is possible, then it transfers one encoding symbol block at a time from slow to fast memory, decodes it to recover the corresponding virtual source block, and saves the decoded virtual source block into the slow memory. 

This process is illustrated in Figure 4.

Note that during this process, the fast memory is used to store only the decoding graph/parity check matrix, one encoding symbol block and one decoded source symbol block.
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Figure 4: Decoding virtual encoding symbol blocks to recover virtual source symbol blocks. After decoding, the source packets can be obtained from source blocks by arranging them as shown in Figure 2(a).
6. Conclusion

We provide a complete specification of LDGM-Triangle code for application layer FEC for MBMS download services. We propose that if a specific code for MBMS download is selected, the one described in this document is selected. 

We also propose that the FEC code for MBMS download be systematic (independently of the selection of the FEC code in this document).
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