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1. Introduction

In this contribution, we present some simulation results to compare the performance of RS codes with different source blocking algorithms [4] for MBMS streaming. In addition we present the simulation results that show the performance of LDGM-Triangle codes [3,1] for MBMS download services.

2. FEC for MBMS Streaming: Simulation Results

Source Block Dimensions

· A 64 kbps streaming session is assumed. Streaming data is buffered for 5s to form an FEC block. Corresponding size of the FEC block is (64000*5/8) = 40 Kbytes. 

· Depending on the FEC overhead, the proportion of systematic data in bytes and FEC data in bytes is varied. For example, with an FEC overhead of 20%, the allocated size of systematic data is 40KBytes*0.8 = 32 Kbytes, and the allocated size of FEC data is 8 Kbytes.

RS-Matrix

· The systematic data matrix is filled with variable size packets arranged end to end till their total size in bytes is equal to the allocated size of systematic data. 

· The number of rows and columns in the matrix is chosen so as to maximize the K and N values. For RS-codes that we consider in this document, N is constrained to be at most 255.

· Systematic RS code is applied across the columns of the matrix to generate FEC data columns. The size of the FEC packets is chosen to be equal to the average size of the systematic data packets.

RS-Padding

· The variable size packets are arranged in separate columns. The number of data packets is chosen in such a way that their total size is the same as that of the systematic data in the matrix approach. 

· The shorter packets are zero-padded to make their lengths equal to that of the longest packet in the block. 

· Then systematic FEC is applied across the columns to generate FEC data columns. 

· The number of FEC data columns is decided by the allocated size of the FEC data and the size of the longest systematic data packet. 

· The size of the FEC packets is the same as the longest data packet.

RS-Hybrid-Padding


The following figure illustrates the hybrid-padding approach. A, B, C, D, E denote source symbols belonging to five different media-RTP packets. P denotes padding symbol. F1, F2, F3 denote parity/FEC symbols belonging to 5 different FEC packets.

A B C C C D D E F1 F2 F3 

A B C C C D D E F1 F2 F3 

A B C C C D D E F1 F2 F3 

A B C C P D D E F1 F2 F3 

A P C C P D P E F1 F2 F3 

P P C C P D P E F1 F2 F3 

P P C C P D P P F1 F2 F3 

Decoding 

· At the decoder, the decoding block is formed with all the received packets belonging to the block. If the systematic data matrix is incomplete due to lost packets, FEC decoding is necessary. Each row of the block is decoded independently. A row is decodeable if there are at least K symbols in that row. 

· If all rows are decodeable, then the entire block is decodeable. This is counted as successful decoding a block. This experiment is repeated 1000 times and the number of successful decodings is counted. Probability of successful decoding is computed from these values. 

In the following, we present simulation results using the following packet size distributions.

Case A: Packet size distribution – Random

A Gaussian distribution of packet-size with mean = 400 bytes and std = 50 bytes.

Case B: Packet size distribution – Long window rate control of 3GPP TR 26.937

            We use packet length statistics taken from section 7.2 of 3GPP TR 26.937.

Case C: Packet size distribution – Modern (Network aware) Media Encoder

The RTP packets are formed from the bitstream produced by a H.264 video encoder that produces nearly equal bytes per slice.  Here the targeted packet size is 400 bytes.

Results show that RS-matrix approach for source blocking yields good performance under all packet size distributions. When packet-size distribution has high variance, the performance of RS-padding deteriorates. It must be noted that modern media encoders are network aware and are capable of producing compressed bitstream that can be packetized into nearly equal size RTP packets. Thus the RTP packet size variation can be kept low. In such cases, RS-padding can be used without loss of performance.

If the need is streaming of pre-encoded bitstreams produced by legacy encoders, or the need of more flexibility in packet sizes, it may be sometimes inevitable (sometimes preferable) to have large variations in packet size. In such situations, we can use the hybrid-padding approach to reduce the zero padding.
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Figure 1: Case A- Random (Gaussian) distribution of packet-size with small variance
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Figure 2: Case B- Long Window Rate Control 1.B.III (Slice) from section 7.2 of TR 26.937
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Figure 3: Case C- Packets generated by modern (network aware) video encoder

3. FEC for MBMS Download: Simulation Results

In [1], we proposed LDGM-Triangle codes as FEC for MBMS download services. In this section, we present some system-level simulation results from the experiments conducted according to the guidelines in [2]. For the value of K considered here, the decoding inefficiency or reception overhead of LDGM-Triangle [3] code is 7%. 

Simulation Parameters

· File Size = 3 MB 

· Flute/UDP/IP Header Size = 44 Bytes

· SDU Size 

· 556 – 44 = 512 Bytes

· FEC Overhead: Varied from 0% to 40%
0% FEC Overhead corresponds to No FEC
· Transmission Overhead = FEC Overhead + (Flute/UDP/IP Header) Overhead
· 6 classes of users with packet loss rates and cell change losses defined in the permanent document on simulation guidelines [5] with a weight vector W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05} and W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}. The details of user class definitions from [5] are repeated below for quick reference:
The following 6 classes cover several combinations of link loss and cell change loss:
 Class     PDU BLER [%] Handover per minute
1            0.1                0
2            1                  0
3           10                  0
4            0.5                1
5            5                  1
6            1                  3
· Number of users simulated = 1000 for each class

· LDGM-Triangle code with 7% decoding inefficiency

· (N, K) LDGM-Triangle Code

· K = 6144  (corresponding to the entire 3 MB file divided into packets of size S = 512 bytes)

· N is varied according to the FEC overhead, FEC Overhead = 100*(N-K)/K

· Decoding inefficiency of 7%, i.e. a file is declared decoded if at least K*(1.02) packets are received.
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Figure 4: System Level Simulation Results for MBMS File Download over 64 kbps UTRAN bearer with Weight vector W = {0.2, 0.5, 0.04, 0.2, 0.01, 0.05}.
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Figure 5: System Level Simulation Results for MBMS File Download over 64 kbps UTRAN bearer with Weight vector W = {0.1, 0.5, 0.1, 0.2, 0.05, 0.05}.

4. Complexity issues

In [5], we have demonstrated that the FEC decoding time on a Nokia phone for MBMS file download services is always below 4% (for N-K data packets per block always lost), and below 1.4% (for 10% SDU loss rate) of the time spent for downloading (with no Symbian code specific optimizations). We used equal-size packets in those simulations. 

For MBMS streaming services, if we use RS-padding or RS-hybrid padding for source blocking, the decoding is equivalent to the case of equal-size packets. Thus the decoding complexity of RS-padding and RS-hybrid padding is low. Thus RS decoding can be done conveniently performed in real time.

In [4], we showed that RS-matrix has very high decoding complexity due to the requirement of separate matrix inversion for each row of RS codeword. For mobile terminals, it is very important to have low complexity decoding. Thus we do not recommend RS-matrix even though it has good performance under all packet size distributions.

The decoding complexity of LDGM-Triangle code [3] was shown to be much less than that of RS codes. Since RS decoding complexity was shown to be manageable on a Nokia phone, we conclude that LDGM-Triangle code also has manageable decoding complexity.
5. Conclusion

RS-matrix approach for source blocking shows good performance under all packet size distributions. However, high decoding complexity (with software implementation) makes it unsuitable for use on mobile terminals. RS-padding has equivalent performance under packet size distributions with small variance. Such packet size distributions can be easily obtained from modern media encoders. When packet size distribution has large variance, RS-hybrid padding can be used to reduce the zero padding while retaining the low complexity decoding property.
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