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1. Introduction

This contribution discusses the content Delivery Verification (DV) and reporting in MBMS, with a proposal for Rel. 6 specifications.

Content DV is a requirement of MBMS. Content DV reporting can be important for operators for various reasons. Content delivery is done over PtM bearer, but DV must be done over PtP bearer. 

PtP connections for content DV reporting from thousands of mobile clients to a small set of report servers could overload the system due to feedback implosion. Moreover, a mobile could have participated in multiple MBMS sessions during a certain period of time. Sending the DV reports separately for each MBMS session is inefficient. For mobile clients with unsatisfactory reception, PtP repair sessions need to be scheduled immediately after the MBMS session, whereas DV reports can be scheduled over a longer period of time. 

PtP connections for both classes of users must be efficiently scheduled to minimize the overall load on the system. An efficient/extensible format and the protocol elements for content DV reports that takes into account the above concerns do not exist in the current version of MBMS technical specification [1]. Figure 1 illustrates the PtP repair and content DV processes.
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Figure 1: MBMS Session, PtP Repair, Content DV Report 
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2. Content delivery verification functionality

In general, the content DV should have the following properties:

· DV operations can finish over a different (e.g., longer) period of time, compared to file repair

· Content reception reports may be sent from a subset of all the joined UEs. (e.g., where they are only reported for successfully received files)

· Multiple content delivery verification reports may be combined into a single report by using the multipart MIME structure in HTTP

· The information is carried via an HTTP POST message and transmitted to the content DV server contained in an XML object.
· Combination of content reception reports and file repair requests in the same point-to-point connection would be desirable, in order to avoid establishing ptp bearers for different procedures. (Separate TCP/HTTP connections may be used even if the same BM-SC hosts servers file repair and reception reporting HTTP requests).
3. Random time dispersion of delivery verification reports

For distributing the load of simultaneous UE notifications, a time-spread mechanism similar to the one adopted for file repair is be used.

[1] specifies some means to signal the URIs and associated parameters of the network elements that complement the MBMS user service. These network elements could be PtP repair servers, content DV report servers etc. 

We propose that the following information to be distributed to each participating client for use with content DV report purposes:

· URI(s) of the content DV report server(s) – URI_verify
· Maximum back-off time for content DV report - max_wait_time_verify
In general, max_wait_time_verify can be larger than the maximum waiting time for starting the file repair request.
This information may be preferably conveyed to the users:

· During the MBMS streaming session announcement phase as reference from a session description (e.g., SDP), or

· In-band with the user service delivery session.

On receipt of the max_wait_time_verify parameter, the client generates a random number wait_time_verify that is uniformly distributed between zero and max_wait_time_verify. It adds this number to T_session_complete (the time at which the MBMS session is completed). Actual time at which the client needs to send the content DV report is given by

T_verify = T_session_complete + wait_time_verify
The client may send the content DV report when current_time = T_verify. The MBMS client makes an HTTP POST request to the URI of the content DV server. This is shown in figure 2.
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Figure 2: Timeline for sending content delivery verification reports


4. Content reception reports

For each successful file transfer the UE shall be able to transmit at least the following information as part of the content reception report:

1. A status code 

2. URI or IP Address of the PtM download session server

3. URI or IP Address of the content DV report server

4. Transport Session Identifier (TSI) of the download session

5. Unique Identification of the client (for example, USIM number)

The parameters 2-5 provide a means to track the report to the original MBMS download session.

The URI or IP address of the PtM server and the TSI uniquely identify the download session. These parameters are particularly useful when content DV reports for multiple PtM sessions are sent in one content DV report session.

In case where multiple content DV report servers process the reports, the content DV reports may be quickly uploaded to a local server. They can be subsequently routed to the particular content DV report server that does actual processing. In this case, the content DV report shall include the URI or IP Address of the content DV report server that does the actual processing. 

When the content DV reports are stored in a server for future processing, a unique identification of the client is necessary, for example for statistical data collection purposes. The IP address of the client may be dynamic and hence not unique. So a unique identifier, for example USIM number shall be associated with each content DV report.
The parameters are included in an XML object. Any other parameters (e.g., QoE metrics) may optionally be included similarly in the XML schema defined for the object.

5. combination of content dv reports for multiple mbms sessions

It is inefficient to have a PtP connection for each content DV report separately, because there is a fixed signalling overhead on the network resources for connection establishment and teardown. Instead, a single PtP connection could be used to send multiple content DV reports in a batch. Multiple content delivery verification reports may be combined into a single report by using the multipart MIME structure in HTTP.
In some cases, the mobile station could be turned off or stay out of service area for an extended period of time. In such a case, whenever the mobile is turned on, it can check if current_time >= the time of the last DV report. If yes, then it should immediately establish a PtP connection and send all the unsent DV reports.

6. combination of ptp repair and content dv reports

In some cases, the same network element may act as both PtP repair server and the content DV report server. At the end of the repair session i.e., once the client received the entire data, the client can send the content DV report also in the same session. This approach saves an additional PtP session for content DV reporting. The content DV report still follows the format specified in section 4.

7. Examples

Example 1: Example of content delivery report using XML and HTTP POST

POST
http://www.localserver.com/report
HTTP/1.1

Content-Type: application/xml

Content-Length: ###

<?xml version="1.0" encoding="UTF-8"?>

   < contentDVreport xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

      xmlns:fl="http://www.example.com/mbms"

      xsi:schemaLocation="http://www.example.com/mbms-6-OMADLReport.xsd"

      URI-PtM-Sender="http://www.example.com/menu/tracklist.html"

      Transport-Session-Identifier ="12345"

      Unique-Client-ID ="9726809082"

      URI-Verify = ”http://www.greatmusic.com/report”

      InstallStatusCode="201"

    </receptionReport>

Example 2: combination of multiple content delivery reports 

POST
http://www.localserver.com/report
HTTP/1.1
Content-Type: multipart/mixed; 

boundary = BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT

--BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT

Content-Type:  application/xml

XML Object for Content DV Report- 1

--BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT

Content-Type:  application/xml

XML Object for Content DV Report – 2

--BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT

Content-Type:  application/xml

XML Object for Content DV Report – 3

--BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT

Content-Type:  application/xml

XML Object for Content DV Report – 4

--BOUNDARY_CONTENT_DELIVERY_VERIFICATION_REPORT--

8. CONCLUSIONs

This document contained a solution for MBMS content delivery verification and reporting. It is based essentially on:

· Random time dispersion of the DV reports, to allow scalability

· A minimal set of parameters to be sent as part of content DV reporting

· DV reports are carried via an HTTP POST message

· DV reports are contained in an XML object.

· Combination of multiple content delivery verification reports by using the multipart MIME structure in HTTP
· Combination of content reception reports and file repair requests in the same point-to-point connection.
Nokia proposes that this solution is adopted in 3GPP for MBMS Rel. 6.
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