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1. Introduction

The present contribution describes a generalization of the RS code (tentatively called Punctured 2D Product RS Code), which is suitable for protecting large FEC blocks in an efficient manner. Our simulations of typical MBMS scenarios showed that performance of the new code is reasonably close to that reported by various LDPC codes. 

2. Overview

RS-based codes are natural candidates for employment in application layer FEC. This is a proven technology, which is easy for implementation. The main problem for using regular RS codes for downloading of large messages lies with the necessity to split an encoded message into multiple FEC blocks due to consideration of complexity and performance. This causes RS code to lose its property of being an MDS code. Due to uneven distribution of errors among multiple FEC blocks transmitter has to send more parity packets to make sure that all blocks receive amount of data sufficient for decoding. The bandwidth efficiency of the transmission is therefore compromised. As a rule, bandwidth efficiency of RS-codes decreases as the size of encoded message grows.

As a consequence, RS-codes can find their way into applications where the allowed delay is small – streaming being an example. But even for streaming applications, if a delay of several seconds is not an issue, longer FEC blocks can mean better coding efficiency resulting in better bandwidth efficiency.

Punctured 2D Product RS code provides a mechanism by which the simple RS code is extended to support variable size FEC blocks. Specifically this RS-based code can be used as a plain RS code for low delay streaming with no additional processing load. It can then be used as a more robust RS-based code for large message blocks or for streams that allow for longer encoding blocks. Implementation of the code requires only a small addition to a standard RS-code implementation. We propose this code as a generic mechanism, which can be suitable for many types of applications with varying delivery requirements.

3. Code Description

2.1
FEC Data Unit
Like regular RS Erasure FEC, the proposed code can be byte-based or packet-based [1]. In the latter case the message is split into data packets, from which parity packets are produced. Each byte of a packet (that we call here FEC Data Unit, or FDU) undergoes the same sequence of operations both during encoding and decoding, which effectively factors the number of independent FEC blocks by the size of the packet. The prerequisite is that FDUs that contain erasures must be discarded entirely. This is usually achieved by aligning them with the packets of the transport protocol (IP or RLC, if errors are allowed to flow through the IP stack). 

2.2
2D FEC Block Layout
General layout of a 2D FEC block is shown in Fig.1.

FEC Data Units are arranged in a two-dimensional matrix. First, parity packets belonging to areas B are calculated column-wise using an RS (k1, n1) code. Then parity packets belonging to area C are calculated by applying row-wise an RS (k2, n2) code. Finally, secondary parity packets may be calculated from either packets of B or C.
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Figure 1: 2D FEC Block Layout
2.3
Puncturing Scheme
The key to bandwidth efficiency of Punctured 2D Product Code is the puncturing scheme. Puncturing scheme should be designed to minimize redundancy and to best utilize the inter-relations between the different parity and data packets.

Apart from the choice of puncturing schemes the values of FEC block parameters k1, k2, n1, n2 are subject to optimization process prior to encoding that may be performed using channel simulation. Our experience shows that optimization of block parameters can offer 5–10% gain in bandwidth efficiency over their “naïve” choice. 

2.4
Iterative Decoding
Decoding of the code is performed iteratively. On each iteration decoder first attempts to decode block columns, for which k1 packets have been acquired. Recovered data packets are then reverse encoded to obtain Extra Parity packets in the corresponding columns.

Afterwards, decoder proceeds to scan the rows of the block to see whether any more of them can now be decoded. New reconstructed parity packets can be used then to decode more columns on the next iteration.

4. Usage Scenarios

The advantage of the proposed code over regular RS code is noticeable when the number of FEC Data Units is large. It is even more pronounced when the message is encoded with a lot of parity. This suggests the following scenarios that favor the use of the proposed code:

· Downloading of medium-sized and large messages

· Small SDU sizes. Analysis of MBMS over GERAN [1] shows that the size of IP packets should be kept relatively small in order to restrict propagation of errors from the radio link layer. Note that use of unprotected IP mode in GERAN is proposed in [2] in which case the FEC Data Units are small as they match RLC packets. 

· High error rate environment. Losses may be caused by link loss, cell changes and congestion [3].  Taking all 3 factors into account could result in substantial error rates to cope with.

· Required delivery time. If a shorter delivery time is required over background class bearers, increasing the transmission rate could help. However, this would cause additional packet losses due to cell congestion and hence a larger amount of parity is needed.

5. Conclusion

This paper presented an extension of RS codes, which combine modest complexity with high bandwidth efficiency in a broad range of message sizes and environment conditions, and suggested several scenarios for their usage.  
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