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1. Introduction

At the SA4#30 meeting, Ericsson proposed recommendations to evaluate FEC schemes [1] for download. We aim at complementing this proposal by providing a comprehensive set of guidelines for the evaluation of FEC schemes for both streaming and file download. In particular, we propose well-defined metrics for the evaluation of FEC schemes.

2. Systematic vs. non systematic codes

Any proposed scheme should first of all document whether it is systematic or not. An 
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 systematic FEC code preserves the 
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 data packets and appends 
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parity/FEC packets.

A non-systematic FEC code creates 
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 parity/FEC packets. 

Systematic codes have several advantages over non-systematic codes:

· In the case of a non-systematic code, if the decoding fails, all the packets in the transmission block must be discarded. On the other hand, in the case of a systematic code, data packets that have been correctly received can always be used.

· Some MBMS receivers may not support FEC and they should be able to accept data packets and discard FEC packets. 

· In the systematic case, if the receiver gets all the 
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 data packets intact, it can bypass the FEC decoding. In the non-systematic case, decoding must be done always.

3. Packetisation scheme

A systematic code can be packetised as shown in Figure 1.

A file of size 
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 bits is split into 
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 chunks. Each chunk of data is fed into a separate transmission block. 

A transmission block consists of 
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 packets of which 
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 are data packets. A packet consists of 
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 symbols. Each symbol consists of 
[image: image11.wmf]n

 bits.

Thus the file size can be expressed as: 
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Figure 1: Systematic Packetisation Scheme: The dotted line shows a single codeword consisting of K data symbols and (N-K) FEC/parity symbols 

4. Buffering and delay constraints

Different schemes may propose different values for the parameters given above as each scheme may have an optimum point of operation. However, the packetisation parameters determine the memory requirements at the receiver as well as the latency in the case of a streaming application. Different schemes must thus be compared under the same memory and latency constraints.

The memory usage of the FEC scheme should be defined as the total amount of data that must be received before the data can be decoded. For the above packetisation scheme, the memory usage is the amount of data contained in each transmission block, i.e. 
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In a mobile client, the RAM memory is shared between multiple applications running at the same time and therefore the FEC memory usage must be limited. Different FEC schemes must be compared under the same memory constraint. The smaller the memory constraint, the less the load on the terminal. In any case, for practical purposes, it is proposed to choose a maximum memory usage under which simulations should be run. The proposed maximum memory usage is 512 Kbytes. Though a high limit, it will guarantee that memory is not an obstacle to the FEC scheme implementation feasibility. 

In the case of streaming, the FEC scheme is also limited by the tolerable latency. We define the latency of an FEC scheme as the amount of time between the time data packets are received and the time they can be decoded.

In the above packetisation scheme, the latency stems from the need of receiving a complete transmission block before being able to decode the data.

Data is fed into the transmission block until the latter is filled. The size of the transmission block is determined by the bearer bit rate 
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 in bps, the choice of the SDU size 
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 in symbols/SDU, the symbol size 
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 in bits/symbol, the FEC code length 
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 and the buffer latency 
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 in seconds. 

In order to guarantee the latency constraint 
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, the parameters must satisfy the following constraint:
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We show below how this constraint can be mapped to the packetisation parameters. The size of a transmission block must thus be selected based on: 

(1) Memory constraints 
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at the receiver, for the file download case

(2) Buffer latency requirements 
[image: image22.wmf]D

, for the streaming case.
(3) Transmission Overhead 
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The underlying network determines the SDU size 
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The FEC parameters 
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are chosen based 
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We illustrate below how to choose the packetisation parameters to fulfill the latency constraint in the case of streaming at 32 kbps (common MBMS bearer to RAN and GERAN), where the buffer latency 
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 is 5 seconds and the SDU size is 500 bytes.

Let an FEC scheme with a target transmission overhead 
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of 10% be used. 

Therefore, the media bit rate would be approximately 29 kbps.

28800 bps * 5 sec = 145,000 data bits per transmission block.

32000 bps* 5 sec = 160,000 transmitted bits per transmission block.

The 
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 and 
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 parameters can then be derived as:
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 was rounded to an integer number of packets. The actual transmission overhead is (39-36)/36, i.e. 8.33%.

5. Packet loss patterns

SDU error patterns must be derived from the BLER patterns supplied by RAN and GERAN [2]. SDU patterns should then be characterized by their average packet loss rate and burst length.

The effect of intermediate layers and header compression schemes must be taken into account in the mapping of BLER patterns to SDU error patterns. This can be done either by modeling the behavior of the intermediate layers or by simulations. 

In addition, we can also benchmark the different schemes using random packet loss generators. The packet loss generator must be able to generate correlated packet losses in order to evaluate the performance of the scheme in the presence of packet loss bursts. Such a generator can be based on the Gilbert-Elliot model [3].

6. Performance Metrics

The following two quantities must be evaluated through simulation/analysis for each FEC scheme:

· Probability of Successful Decoding

We are interested in the probability of successful decoding the entire file or streaming session. When estimated using the actual channel conditions, this gives us an indication of the percentage of the users in a cell are able to decode the data successfully.

· Percentage of Post-recovery Useful Data

For each FEC scheme, after FEC decoding of the entire file, we are interested in knowing how many packets of received data are useful to the application. For a given transmission overhead and the channel conditions, we can use this quantity to evaluate the usefulness of the transmitted data.

These metrics can be estimated from the simulation of FEC codes on typical file sizes.

% Post-recovery Useful Data, 
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If we use systematic codes,
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where
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= Number of blocks with successful decoding
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= Total number of blocks = 
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When comparing the performance metrics across different schemes, the same values of 
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 and 
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 must be used. These values are chosen in order to comply with the buffering and latency requirements as explained above. 

7. Plots & Tables

For each FEC scheme, we must select a packetisation scheme and present the performance analysis results in the following format.
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Figure 2: Probability of successful decoding for the entire file or streaming session
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Figure 3: % of Post-recovery Useful Data for the entire file downlad or streaming session

The results must be summarized in the following format for each FEC scheme.

Table 1: Minimum Transmission Overhead required for 99.99% successful recovery

File Size F = 3 MB, SDU Size S = 500 bytes, N = 255 

	
	Burst Length = 1
	Burst Length = 3
	Burst Length = 5

	SDUErrorRate = 0.1%
	3%
	10%
	17%

	SDUErrorRate = 1.0%
	10%
	22%
	34%

	SDUErrorRate = 2.0%
	16%
	35%
	50%


Table 2: Percentage of useful data after recovery, for transmission overhead of 10%.

File Size F = 3 MB, SDU Size S = 500 bytes, N = 255 

	
	Burst Length = 1
	Burst Length = 3
	Burst Length = 5

	SDUErrorRate= 0.1%
	100%
	99.99%
	99.92%

	SDUErrorRate= 1.0%
	99.99%
	99.19%
	98.40%

	SDUErrorRate= 2.0%
	93.41%
	93.45%
	92.88%


8. Complexity

For a given transmission overhead and error recovery performance, we must also evaluate the encoding complexity and decoding complexity.

A complexity metrics need to be agreed. Finding the right metrics is not straightforward as some schemes may operate at the byte level while others operate at the bit level.

However, since encoding and decoding operations of any FEC can be reduced to a set of XOR operations,  “Number of Byte Level XOR Operations” could be a common performance metric.

Keeping all other parameters constant, the complexity of various FEC schemes in terms of the above metric must be presented. For example, for 5 different FEC schemes:


Similarly, decoding complexity must be compared under the same set of parameters.
9. Conclusion

Well-defined metrics are needed in order to make sure that FEC schemes provide a sufficient level of performance. 

We summarize below the recommendations formulated in this document:

· A complete specification of the code should be made available. In particular, a proposed FEC scheme should document whether it is systematic or non-systematic.

· FEC schemes must be evaluated under the same latency and memory constraints.

· A maximum 512-KByte FEC memory usage is recommended.

· An FEC scheme should explain the mapping of the buffering and delay constraints to the packetisation scheme (
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 values).

· Packet loss patterns take must take burstiness into account.

· Performance metrics (probability of successful decoding, percentage of post-recovery useful data, minimum transmission overhead for 99.9% successful recovery) must be measured using the formulas shown in this document.

· A common complexity metric must be agreed. Number of byte level XOR operations could be such a metric.

We propose that these recommendations be adopted by SA4. 
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