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1 Introduction

In S4-AHP048 [1] one of the steps proposed to be taken to progress the PSS RTP usage model Technical Report 26.937 (latest working draft available in S4-AHP093 [2]) is to model the streaming application behavior. The RTP usage model design requirements "operator controllability" and "leaving room for vendor differentiation" (see Section "5.2.4 Design requirements" of TR 26.937) motivate the application modeling work. Using the concept of application models and classes and making the UMTS network aware of the model parameters of the application through the 3GPP QoS Profile, allows flexibility in setting up the streaming service such that the UMTS streaming bearer implementation options chosen are optimal for a given application characteristics.

The application model should answer questions such as:

· What characteristics the streaming traffic has? (e.g. variable rate, packet sizes)

· How adaptive the streaming application (streaming server) is to varying network conditions and to the resulting quality of service variation?

In this document traffic characteristics statistics are provided for packet video streams that were captured from real streaming servers. PSS Release5 TS 26.234 (latest working draft available in S4-AHP076 [3]) compliant streaming servers are expected to generate similar traffic. The purpose of this contribution is to show how the different streaming servers and application setups result in different traffic characteristics which means that they might require different UMTS streaming bearer implementations for optimal service. The presented traffic characteristics could be considered when drafting "Section 6.3 Application Modeling / 6.3.2 Streaming application traffic characteristics" of TR 26.937.

2 Video streaming servers and application setups in the simulations

Multiple different video streaming servers and application setups were used in the simulations in order to acquire traffic characteristics statistics for a representative range of different applications. The application model should be able to cover and describe the different traffic characteristics of the different applications.

A video on demand streaming application use case was assumed, where a stored pre-encoded video bitstream is transmitted by the streaming server. The streaming client is reporting the reception statistics (i.e. RTCP reports) thus the streaming server can adapt its behavior during the transmission.

Two different streaming servers were used in the experiments:

1. H.263+ Profile 0, Level 10 video encoder and a 3GPP PSS compliant (RTP) streaming server
Server behavior adaptation based on RTCP feedback was not enabled.

2. Publicly available RealNetworks system (RealProducer Basic streaming encoder, RealServer 8.0 streaming server, RealPlayer 8.0 streaming client)
Single stream encoding used, but the RealSystem still uses some server behavior adaptation strategy.

In case of 1. two different setups were used for the streaming server:

1.1. Variable bitrate packet transmission (referred also to as VBRP)
The transmission time of a packet depends solely on the timestamp of the video frame the packet belongs to, thus the video rate variation is directly reflected to the channel.

1.2. Near constant bitrate packet transmission (referred to also as CBRP)
The delay between sending consecutive packets is continuously adjusted to maintain a constant channel rate.

In case of 1. different packetization algorithms were tested (conformant to [4]):

1.I.
One frame per RTP packet without maximum packet size limitation

1.II.
One GOB (row of Macroblocks) per RTP packet

1.III.
A target RTP packet payload size (=600 bits) is maintained by using H.263 Annex K slices

In case of 1. also different video rate control algorithms were used in the H.263+ video encoder:

1.A.
Fixed-QP encoding
A fixed constant quantization parameter (QP=10) is used for encoding the whole video sequence, thus the inherent rate variation of the encoded video sequence is actually not modified.

1.B.
Long window rate control for video streaming [5],[6] (referred also to as StreamRC)
It maintains fixed frame rate and consistent quality by utilizing the available pre-decoder buffer at the receiver and requiring an initial buffering time before starting decoding.

1.C.
TMN5 rate control [7]
Not video streaming optimized, but designed for real-time encoded, low-delay communicational applications (such as video conferencing), thus resulting in video frame rate variation.

To show how different network conditions can affect the traffic characteristics when server behavior adaptation based on receiver feedback is used (such as in case of 2.), two different networks between the server and client were simulated.

· Perfect LAN with low, near-constant packet transmission delay and no packet loss

· Simulated Layer 2 and 3 of UTRAN with 76.8 Kbps dedicated channel, RLC frame size 640 bits, RLC unacknowledged mode. Layer 1 is not simulated, thus no RLC frame errors are applied. 60 ms RAN delay is assumed both in the uplink and downlink.

In the simulations a video sequence that was captured at 15 fps at QCIF (176x144) resolution from a DVD was used. The "NASA" sequence is a documentary of the technology development over the last 25 years of NASA. The video content of the sequence is a combination of different type of scenes with multiple scene cuts. It includes both fast and slow motion content with sometimes large camera movement and also some almost steady shots in between. It can be considered a typical video on demand streaming sequence.

3 Traffic characteristics statistics

The packet stream was captured on the network right at the output of the server and for each packet

· sending time of the packet (in ms)

· packet size including headers (in bytes)

was recorded in a trace.

During the trace analysis the following statistics was generated:

· average, minimum and maximum packet size and standard deviation of the packet size distribution

· histogram of used packet sizes

· average, minimum and maximum bitrate (bitrate samples are calculated over non-overlapping 1 second windows as the total number of bytes in packets sent in the window) and standard deviation of the bitrate distribution

· plot of bitrate variation over time

To show the similarities and differences of the traffic characteristics for different streaming servers and application setups some statistical analysis of the captured traces is given in the following sections. The statistics for the two tested streaming servers are not directly comparable due to differences in the transport protocols (i.e. RTP vs. RealSystem) and target bitrate. It is enough to note the statistical similarities or differences and the dynamic server behavior. The different application setups when used within streaming server 1. are compared to each other wherever reasonable.

3.1 Packet size statistics

1.A  (Fixed QP=10)       / LAN

IP Packet size (bytes)
Average
Standard Deviation
Maximum
Minimum

III (Slice)
106
56
181
45

1.B (LWRC) / LAN

IP Packet size (bytes)
Average
Standard Deviation
Maximum
Minimum

I (Frame)
573
398
4303
67

II (GOB)
99
88
663
43

III (Slice)
108
56
210
45

1.C (TMN 5) / LAN

IP Packet size (bytes)
Average
Standard Deviation
Maximum
Minimum

I (Frame)
595
229
3375
62

II (GOB)
102
79
759
43

III (Slice)
109
56
241
45

2. / LAN

IP Packet size (bytes)
Average
Standard Deviation
Maximum
Minimum


521
154
668
64

[image: image1.wmf]Histogram of used packet sizes (1.B.)
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Figure 1 – Packet sizes for different packetization algorithms (LWRC)

[image: image2.wmf]Histogram of used packet sizes (1.I.)
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Figure 2 – Packet sizes for different rate control algorithms (1 frame per RTP packet)
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Figure 3 - Real Networks streaming

3.2 Packet Bitrate statistics

1.1.III (VBRP)/LAN

Bitrate (bits/s)
Average
Standard Deviation
Maximum
Minimum

A (QP10)
64020
58118
356328
5368

B (StreamRC)
64519
27195
184448
17672

C (TMN5)
63192
1835
71440
54696

1.2.III (CBRP)/ LAN

Bitrate (bits/s)
Average
Standard Deviation
Maximum
Minimum

A (QP10)
62913
808
65989
60797

B (StreamRC)
63495
785
66183
61268

C (TMN5)
63522
972
67890
59851

2.

Bitrate (bits/s)
Average
Standard Deviation
Maximum
Minimum

LAN
49282
5010
66061
40898

UTRAN 0% FER
49499
5580
70322
39154

[image: image4.wmf]Bitrate variation over time (1.1.III.)
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Figure 4 – Bitrate variation for different rate control algorithms (VBRP)

[image: image5.wmf]Bitrate variation over time (1.2.III.)
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Figure 5 - Bitrate variation for different rate control algorithms (CBRP)


[image: image6.wmf]Bitrate variation over time (2.) 
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Figure 6 – Bitrate variation for Real Networks streaming over different network scenarios
4 Recommendations

Using the knowledge of the traffic characteristics the application models and parameters are to be defined next (Section "6.3.4 Application model definition and parameters" of TR 26.937). The model parameters are to be mapped to 3GPP QoS Profile parameters. The interpretation of the QoS parameters when used to describe the application characteristics is also aided by the traffic characteristics knowledge (Section "6.4.2 Interpretation of QoS parameters" of TR 26.937).

5 References

[1] S4-AHP048, "Framework and procedure for the "RTP usage model for multimedia streaming in 3G mobile networks" optimization work ", 3GPP SA4 PSM AHG contribution, Oct 2001

[2] S4-AHP093, "Working draft of PSS RTP usage model - TR 26.937 Release 5 (v0.1.1)", 3GPP SA4 PSM AHG contribution, Jan 2002

[3] S4-AHP076, "Updated working draft of PSS Protocols and codecs - TS 26.234 Release 5 (v0.5.2)", 3GPP SA4 PSM AHG contribution, Jan 2002

[4] IETF RFC 2429: "RTP Payload Format for the 1998 Version of ITU-T Rec. H.263 Video (H.263+)", Bormann C. et al., Oct 1998

[5] R-S. Wang, V. Varsa "A Buffer Constrained Bit Allocation Scheme for Video Streaming", pending acceptance to the 12th International Packet Video Workshop, May 2002

[6] V. Varsa, M. Karczewicz, "Long Window Rate Control for Video Streaming", Proceedings of the 11th International Packet Video Workshop, 30 April - 1 May, 2001, Kyungju, Korea, pp. 154 - 159.

[7] ITU-T, "Video Codec Test model near-term, Version 5 (TMN5)", H.263 Ad Hoc Group, 1996.













