3GPP TSG-SA WG4 PSM AHG Meeting

Helsinki, 30-31 October, 2001


Tdoc S4-AHP048




Source:
Nokia
Title:
Framework and procedure for the "RTP usage model for multimedia streaming in 3G mobile networks" optimization work
Document for:
Discussion
Agenda Item:
5.1.2
Extended Transparent End-to-End Packet Switched Streaming Service (SA4, Rel-5), Stage 2
___________________________________________________________________________

1 Purpose of the Document

At SA4#18 in S4-010498 it was proposed to create an "RTP usage model" recommendation as a new informative annex in TS 26.234. The proposal was welcome and further investigation was encouraged. The purpose of this document is to further clarify the framework and propose a procedure for performing the "RTP usage model" optimizations.

The goal of the "RTP usage model" work is to optimize the performance of a streaming application in a mobile network. This is achieved by creating awareness between the network and application (vertical) as well as between the streaming server and the client (horizontal). A vertically aware system can be divided into "RTP aware mobile network" and "mobile aware RTP application". It is the ultimate goal to harmonize the operation of the two, by creating unified recommendations for implementation aspects of both. 

2 Network and application modelling

Before delving into specifying application optimizations for mobile networks ("mobile aware RTP"), it has to be understood, that the application and network form together a dynamic system. This means that modifying the behavior of either of the two affects the behavior and optimality of other. Therefore, enhancements can not be specified in isolation, but have to consider both application and network aspects simultaneously.

The whole system (application and network) would be best analyzed and optimized as a whole with all parameters accessible for tuning and experimentation. This is unfortunately impossible due to the large number of parameters and due to the fact, that usually the network and application parameters are not accessible at one entity directly, but only through some unified interface that combines and hides the detailed implementation. The optimization approach taken should therefore brake down the problem into manageable pieces, and optimize these separately, even though the resulting system is obviously not optimal as a whole.

The network and application can be modeled separately. However, when building the model of one, assumptions about the other have to be made. A system model is to be found where both network and application can be modeled in fairly abstract terms, considering all aspects that have effect on the QoS performance of the system.

Application model should describe:

· What characteristics the streaming traffic has? (e.g. variable rate, packet sizes)

· How adaptive the streaming application (streaming server) is to varying network conditions and to the resulting quality of service variation?

· Etc.

Within the streaming class, it is expected that different applications may require different models. Whereas applications such as conferencing and non real-time text applications have distinctive traits, different streaming applications may have different requirements. Conferencing applications aim at transferring data with end-to-end minimum delay and non real-time text applications aim at transferring data without end-to-end loss. Conversely, different streaming applications may have very different delay versus loss trade-off.

Therefore, streaming applications should be classified into groups with common requirements and characteristics (e.g. variable rate  applications with limited adaptation, constant rate highly adaptive applications). 

Network model should describe: 

· What type of throughput variation the network has?

· What kind of delay jitter the network introduces?

· How the reliability variation (i.e. SDU loss ratio) can be modeled?

· Etc.

As discussed in S4-AHP059 there are several options to implement a streaming bearer. The implementation choices result in different network behavior. As a result, different network models reflecting different implementation choices may be needed.

For a given application model the most suitable network model should be found. Application characteristics should match the network characteristics that are implied by certain bearer implementation options. The parameters of each network and application model pair can then be separately optimized.

3 Model Parameter interface

Once the model is established, the model parameters have to be communicated between the network and application. The parameters and the interface for this communication has to be clarified and specified. The model parameter interface is used to communicate parameters of the application model to the network and vice versa, network model parameters to the application. The interface should be explicit and unambiguous in the context of the model in which it is interpreted. 

Examples of application model parameters would be:

· maximum size of transport packet

· the leaky bucket size according to what the transmission rate can vary

Examples of network model parameters would be:

· maximum SDU error ratio

· expected throughput variation range 

The UMTS QoS Architecture [3] defines the QoS profile and its parameters as the primary method for negotiating application and network model parameters..

The "streaming traffic class" can be considered as a model of the application, and the "QoS Profile" for the streaming traffic class as the model parameter interface through which the application informs the network about the traffic characteristics that it intends to use. However, [3] such an interface would not be  specific enough as it does not define clearly the assumed model of a streaming traffic class . As a consequence, the interpretation of this interface QoS parameters is ambiguous. 

The same QoS profile is used to describe the network behavior that is guaranteed to the application in a given session. Here again, because the network model for implementing a streaming bearer is not clear, the interpretation of the QoS parameters is ambiguous.

Below we attempt to summarize how the QoS parameters for the streaming traffic class can be interpreted as they are currently defined. Some missing model assumptions have to be specified in the course of this work in order to eliminate ambiguity.

3.1 Interpreting QoS parameters for streaming traffic class

The streaming use case considered below assumes a streaming server located in the mobile operator's network or connected to the mobile network through a UMTS QoS aware interface. The streaming client is located in the mobile User Equipment. The streaming application requests a streaming traffic class UMTS bearer in the QoS negotiation phase.

The streaming Traffic Class (as defined in [3]) can be used to transport real time video (audio) aiming at human destination. The main characteristic of this traffic class is that time relation (variation) between information packets of the stream should be preserved. This means, that the jitter introduced by the network to the end to end flow should be limited to preserve the "real-time streaming" characteristic of the stream. But as the stream is normally time aligned at the receiver (because of jitter compensating buffers), the acceptable jitter over the transmission media is higher  than the one tolerated in conversational applications. Ensuring low mean transfer delay of the packets of the stream in this traffic class is not as crucial as for conversational applications, as there is no interactive feedback required from the client to the server. 

3.1.1 Maximum and guaranteed bitrate

Streaming traffic is assumed to be rather non-bursty. Maximum and guaranteed bitrate can be used to allocate resources for service bearers. Maximum bitrate specifies the upper bitrate for delivery of SDUs (i.e., IP packets) at SAPs (i.e., PDP address). Respectively, the Guaranteed bitrate indicates the minimum bandwidth that has to be allocated.

The main idea in streaming is that, because of the jitter compensating buffers in the system, once the bandwidth resources are reserved, the delay requirements are going to be fulfilled. Hence, the key point is how to guarantee the throughput parameters (maximum bitrate and guaranteed bitrate).

Purpose of Maximum bitrate QoS parameter (quote from [3]): Maximum bitrate can be used to make code reservations in UTRAN (or time-slot reservation in GERAN) in the downlink of the radio interface. Its purposes are 1) to limit the delivered bitrate to applications 2) to allow maximum wanted user bitrate to be defined for applications able to operate with different rates (e.g. non transparent circuit switched data).

Maximum bitrate is used for policing in the core network (i.e. at the GGSN). Policing function enforces the traffic of the PDP contexts to be compliant with the negotiated resources. If downlink traffic for a single PDP context exceeds the agreed maximum bit rate, user IP packets are discarded to maintain traffic within allowed limits. In case of a streaming application, it would be also possible to shape the excessive traffic and queue those packets exceeding the maximum bitrate since the application buffer relaxes the delay requirements. This queuing consists of scheduling packets from a connection up to the maximum throughput and the rest of the packets remain in the corresponding queue.

Purpose of Guaranteed bitrate QoS parameter (quote from [3]): Guaranteed bitrate may be used to facilitate admission control based on available resources, and for resource allocation within UMTS. The guaranteed bitrate can be understood as the throughput that the network tries to guarantee. 

The UMTS bearer is not required to transfer traffic exceeding the Guaranteed bitrate. Quality requirements expressed by e.g. delay and reliability attributes only apply to incoming traffic up to the guaranteed bitrate.

The expected application behavior given these parameters can be ambiguous.

It could be understood, that an application which has been allocated given guaranteed and maximum bitrate parameters should send a flow whose:

· average bitrate is described by the guaranteed bitrate parameter

· allowed  burstiness (i.e. instantaneous variations in bitrate around the average bitrate) is described by the maximum bitrate parameter.

As a counterexample, an application could keep the transmitted bit-rate always below guaranteed bit-rate to ensure, that guaranteed service is really achieved.

3.1.2 Other QoS parameter interpretation issues

The QoS parameters requested for the PDP context take into account the full RTP, UDP and IP headers. Thus, header compression is transparent to the setup of the end-to-end UMTS bearer QoS.

To guarantee a given SDU Error Ratio, the larger the SDU size, the smaller BLER the radio interface has to provide, which means that the reliability requirements for the radio link are more stringent. Maximum SDU size should be commonly considered with the required SDU error ratio. From the network viewpoint, smaller SDUs allow easier compliance to reliability requirements by relaxing the radio link adaptation. The application should always be conservative when specifying a maximum SDU size.

3.2 Monitoring the model state

In addition to the one-time initial setup of the model, the need to continuously (periodically) monitor the model state in order to adapt to the dynamics of the model behavior is identified. 

The network model state can be monitored by the application through for example RTCP reports. For example, the fraction of packets lost field in an RTCP receiver report tells about the reliability of the network in the last reporting period. This periodic feedback information from the network model could be utilized by the application to adapt its behavior. Similarly, the application model state could be conveyed to the network by some means for possible network behavior adaptation.

4 Conclusion and recommendations

Steps that need to be taken to progress the "RTP usage model" work:

· Set of models of the network (streaming bearer implementation options) to be established, relevant model parameters to be found. 

· The network model parameter interface and model state monitoring methods to be identified. The QoS Profile for streaming traffic class, as defined in [3], does not seem suitable for unambiguous communication of the model parameters. We identified some deficiencies that have to be addressed

· Applications to be classified into distinct characteristics classes.

· Application model for each class to be established, relevant model parameters to be found.

· For a given application model the most suitable network model should be found. Application characteristics should match the network characteristics that are implied by certain bearer implementation options. 

· The parameters of each network and application model pair can then be separately optimized.

5 Abbreviations

BLER
Block Error Rate

GGSN
Gateway GPRS Support Node 

PDP
Packet Data Protocol

QoS
Quality of Service

RTCP
Real Time Control Protocol

RTP
Real Time Transport Protocol

SAP
Service Access Point

6 References

[1] Nokia, "S4-010498: Proposal to define an RTP usage model for multimedia streaming in 3G mobile networks 3GPP recommendation", 3GPP SA4 contribution, Sept 2001

[2] 3GPP TS 26.234, "Transparent end-to-end packet switched streaming service (PSS), Protocols and codecs (Release 4)" v4.1.0, Sept 2001

[3] 3GPP TS 23.107, " QoS Concept and Architecture (Release 5)", v5.2.0, Oct 2001













�PAGE \# "'Page: '#'�'"  �� Explain.


�PAGE \# "'Page: '#'�'"  ��Are all this reference needed?





