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1 Introduction
This document provides initial information about typical RTCP traffic for ITT4RT in MTSI. The idea is to start discussion within the SA4 and evaluate RTCP as feedback mechanism for real-time 360-degree video transmission.

Two simple example cases will be presented, with simplification of the scenarios to estimate the volume of RTCP traffic for immersive video.  
2 CASE 1 – Constant RTCP feedback rate 
In this case we suppose there is no head motion or that the head motion does not trigger additional feedback traffic. For instance, the RTCP feedback in this case is sent at a constant rate. The feedback may also include the transmission of viewport orientation information from the receiver to the sender, in addition to ordinary RTCP reports.

The analysis will here consider only the video stream of a multimedia immersive session. At a later stage we will conduct a similar analysis considering also the connected audio stream. We are interested in having an understanding of how much RTCP feedback a 360-degree video receiver is able to transmit for different video session bandwidths. 

With the hypothesis of receiving a video stream of 5/10/15/20/30 Mbps and considering the standard 5% bandwidth allocated for RTCP traffic (without the 5 seconds minimum RTCP transmission interval, as allowed by RTP/AVPF profile), we can easily calculate the RTCP bandwidth for these cases. Considering RTCP packets of 96 bytes, it is possible to estimate how frequently can RTCP feedback packets be sent back to the sender. This feedback includes also viewport orientation information. So, these results give an important performance indicator for viewport-dependent operations in ITT4RT.
Table 1 shows that the standard 5% bandwidth for RTCP feedback is more than sufficient in order to dimension a VR system with a sub-second feedback capability.

	Video bit rate (Mbps)
	RTCP feedback bit rate (Mbps)
	RTCP feedback frequency 

	5
	0.25
	3ms

	10
	0.5
	1.54ms

	15
	0.75
	<1ms

	20
	1
	<1ms

	30
	1.5
	<1ms


Table 1. RTCP feedback bit rate requirements and feedback frequency
The Motion to High-Quality (MTHQ) Delay is larger than the network Round Trip Time (RTT), since there are processing delays at the sender and receiver to take into account. Let’s suppose an ITT4RT system aims at a MTHQ Delay of 100ms with constant rate RTCP feedback. Let’s also assume the one-way network delay be 30ms and sender+receiver processing delays are 10ms. Then 30ms x 2 + 10ms = 70ms are absorbed by network and processing delays. The receiver should set its constant feedback frequency to no more than every 30ms (i.e., the “delay for sending the next RTCP report” in Figure 1) in order to be within the 100ms MTHQ Delay budget. 
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 Figure 1. Motion to High Quality Delay
Sending RTCP feedback every 30ms with the given RTCP packet size as defined above would mean to send 33.33 RTCP packets per second and requires 25.6 kbps, which is just 0.5% of the video stream bandwidth at 5 Mbps, or 0.08% of the video stream bandwidth at 30 Mbps.
Note that 30ms is the constant RTCP reporting frequency. However, a random head turn may occur at any time between two RTCP reports. So, on average it may occur after about 15ms from the sending of the previous RTCP report. In case the reports are transmitted at a constanr rate, the impact of a lost or delayed feedback report is smaller, since there will be another one already transmitted after e.g. 30ms. This makes the system well dimensioned and within the MTHQ Delay budget for the average case and also for the worst case.
Conclusion: the results shown give an idea of the bandwidth required for the RTCP feedback and for a competitive MTHQ Delay. The RTCP feedback requirements seem feasible, under the condition that the feedback is conveyed at a constant rate, regardless of the head motion and its speed. 
3 CASE 2 – Event-driven RTCP feedback with HMD motion

In this case we suppose that the RTCP feedback of the viewport orientation is given immediately upon the event of head turn (ordinary RTCP feedback may be sent at a higher or lower frequency). We also assume that the RTCP frequency increases with the HMD speed. 
We consider HMD motion at speeds from 6 up to 180 degrees per second, with the assumption that there exist a feedback trigger, which is the minimum fixed distance that the head must move for a feedback to be sent. We assume this trigger to be 0.1, 0.5, 1 and 2 degrees in our simulation. We assume that the creation of the RTCP report is immediate. Figure 2 shows the RTCP feedback bit rate for different head speeds and trigger values. The required RTCP feedback rates are within the required 5% bandwidth of a 5Mbps video (0.25Mbps) in Table 1 for feedback triggers of 0.5 degrees and more. For a feedback trigger as short as 0.1 degrees, however, the required bandwidth values exceed RTCP bandwidth limitations for even a 20Mbps video when head speeds are over 125 degrees per second. 
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 Figure 2. Required bit rate for event-based RTCP feedback at different head speeds

The time it takes for an event-based RTCP feedback to be sent depends on the feedback trigger and speed of the head. For instance, at a head speed of 6 degrees per second and 2 degree trigger, it would take about 333ms for the first feedback to be sent. This is reduced to 60ms when the trigger used is 0.1 degrees. Adding the previously assumed 70ms of network and processing latency, the value is over 100ms. It can be rightly assumed that a large trigger is set only when the viewport-dependent scheme allows this level of movement without needing an updated stream and the user will not experience this calculated latency in its entirety. However, the large change in latency based on the trigger value is an indicator that designing event based RTCP feedback requires careful thought and engineering to work efficiently. Initial implementations may benefit from using a fixed interval feedback. 
4 Proposal

We propose to move the content of sections 2 and 3 to an appropriate section of the ITT4RT permanent document.[image: image3.png]
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