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*** Start changes ***

6.2.1
General

The session setup for RTP transported media shall determine for each media: IP address(es), RTP profile, UDP port number(s); codec(s); RTP Payload Type number(s), RTP Payload Format(s). The session setup may also determine: ECN usage and any additional session parameters.

The session setup for UDP transported media without RTP shall determine: IP address(es), UDP port number(s) and additional session parameters.

The session setup for RTP transported media shall, when the port number is not set to zero, determine the maximum bandwidth that is allowed in the session, see also clause 6.2.5. The maximum bandwidth for the receiving direction is specified with the “b=AS” bandwidth modifier. Additional requirements on the bandwidth negotiation are found in clause 6.2.2.1 for speech and in clause 6.2.3.2 for video.
An MTSI client shall offer at least one RTP profile for each RTP media stream. Multiple RTP profiles may be offered using SDPCapNeg as described in Clause 6.2.1a. For voice and real-time text, the first SDP offer shall include at least the AVP profile. For video, the first SDP offer for a media type shall include at least the AVPF profile. Subsequent SDP offers may include only other RTP profiles if it is known from a preceding offer that this RTP profile is supported by the answerer. The MTSI client shall be capable of receiving an SDP offer containing both AVP and AVPF offers in order to support interworking.

The configuration of ECN for media transported with RTP is described in clause 6.2.2 for speech and in clause 6.2.3.2 for video. The negotiation of ECN at session setup is described in [84]. The adaptation response to congestion events is described in clause 10.
*** Next change ***

6.2.2.1
General

For AMR or AMR-WB encoded media, the session setup shall determine the bandwidth properties (see clause 6.2.5), what RTP profile to use; if all codec modes can be used or if the operation needs to be restricted to a subset; if the bandwidth-efficient payload format can be used or if the octet-aligned payload format must be used; if codec mode changes shall be restricted to be aligned to only every other frame border or if codec mode changes can occur at any frame border; if codec mode changes must be restricted to only neighbouring modes within the negotiated codec mode set or if codec mode changes can be performed to any mode within the codec mode set; the number of speech frames that should be encapsulated in each RTP packet and the maximum number of speech frames that may be encapsulated in each RTP packet. For EVS encoded media, the session setup shall determine the RTP profile to use in the session.
Editor’s note: A general requirement/recommendation on usage of the new bandwidth properties should be included.

If the session setup negotiation concludes that multiple configuration variants are possible in the session then the default operation should be used as far as the agreed parameters allow, see clause 7.5.2.1. It should be noted that the default configurations are slightly different for different access types.

An MTSI client offering a speech media session for narrow-band speech and/or wide-band speech should generate an SDP offer according to the examples in Annexes A.1 to A.3. An MTSI client offering EVS should generate an SDP offer according to the examples in Annex A.14.

An MTSI client in terminal supporting EVS should support the RTCP-APP signalling for speech adaptation defined clause 10.2.1, and shall support the RTCP-APP signalling when the MTSI client in terminal supports adaptation for call cases where the RTP-based CMR cannot be used. 

NOTE:
Examples of call cases where the RTP-based CMR cannot be used are: when the RTP-based CMR is disabled; or for uni-directional media (sendonly or recvonly).

Some of the request messages are generic for all speech codecs while other request messages are codec-specific. Request messages that can be used in a session are negotiated in SDP, see clause 10.2.3.

An MTSI client shall at least offer AVP for speech media streams. An MTSI client should also offer AVPF for speech media streams. An MTSI client shall offer AVPF for speech media streams when offering to use RTCP-APP signalling. RTP profile negotiation shall be done as described in clause 6.2.1a. When AVPF is offered then the RTCP bandwidth shall be greater than zero.

If an MTSI client in terminal offers to use ECN for speech in RTP streams then the MTSI client in terminal shall offer ECN Capable Transport as defined below. If an MTSI client in terminal accepts an offer for ECN for speech then the MTSI client in terminal shall declare ECN Capable Transport in the SDP answer as defined below. The SDP negotiation of ECN Capable Transport is described in [84].

ECN shall not be used when the codec negotiation concludes that only fixed-rate operation is used.

An MTSI client may support multiple codecs where ECN-triggered adaptation is supported only for some of the codecs. An SDP offer for ECN may therefore include multiple codecs where ECN-triggered adaptation is supported only for some of the codecs. An MTSI client receiving an SDP offer including multiple codecs and an offer for ECN should first select which codec to accept and then accept or reject the offer for ECN depending on whether ECN-triggered adaptation is supported for that codec or not. An MTSI client receiving an SDP answer accepting ECN for a codec where ECN-triggered adaptation is not supported should re-negotiate the session to disable ECN.

NOTE:
ECN-triggered adaptation is currently undefined for EVS. This does not prevent ECN-triggered adaptation from being negotiated and used for AMR or AMR-WB.

The use of ECN for a speech stream in RTP is negotiated with the ‘ecn-capable-rtp’ SDP attribute, [84]. ECN is enabled when both clients agree to use ECN as configured below. An MTSI client in terminal using ECN shall therefore also include the following parameters and parameter values for the ECN attribute:

· ‘leap’, to indicate that the leap-of-faith initiation method shall be used;

·  ‘ect=0’, to indicate that ECT(0) shall be set for every packet.

An MTSI client offering ECN for speech may indicate support of the RTCP AVPF ECN feedback messages [84] using "rtcp-fb" attributes with the “nack” feedback parameter and the “ecn” feedback parameter value. An MTSI client offering ECN for speech may indicate support for RTCP XR ECN summary reports [84] using the “rtcp-xr” SDP attribute [88] and the “ecn-sum” parameter.

An MTSI client receiving an offer for ECN for speech without an indication of support of RTCP AVPF ECN feedback messages [84] within an "rtcp-fb" attribute should accept the offer if it supports ECN.

An MTSI client receiving an offer for ECN for speech with an indication of support of the RTCP AVPF ECN feedback message [84] should also accept the offer and may indicate support of the RTCP AVPF ECN feedback messages [84] in the answer.

An MTSI client accepting ECN for speech in an answer may indicate support for RTCP XR ECN summary reports in the answer using the “rtcp-xr” SDP attribute [88] and the “ecn-sum” parameter.

The use of ECN is disabled when a client sends an SDP without the ‘ecn-capable-rtp’ SDP attribute.

An MTSI client may initiate a session re-negotiation to disable ECN to resolve ECN-related error cases. An ECN-related error case may, for example, be detecting non-ECT in the received packets when ECT(0) was expected or detecting a very high packet loss rate when ECN is used.

SDP examples for offering and accepting ECT are shown in Annex A.12.

Session setup for sessions including speech and DTMF events is described in Annex G.

*** Next change ***

6.2.3.2
Common Session Setup Procedures

If video is used in a session, the session setup shall determine the bandwidth (see clause 6.2.5), RTP profile, video codec, profile and level. The "imageattr" attribute as specified in [76] should be supported. The "framesize" attribute as specified in [60] shall not be used in the session setup.

Editor’s note: A general requirement/recommendation on usage of the new bandwidth properties should be included.

An MTSI client shall offer AVPF for all media streams containing video. RTP profile negotiation shall be done as described in clause 6.2.1a.

An MTSI client is required to support the AVPF feedback messages trr-int, NACK and PLI [40] and the CCM feedback messages FIR, TMMBR and TMMBN [43], see Clauses 7.3.3 and 10.3. These feedback messages can only be used together with AVPF and shall be negotiated in SDP offer/answer before they can be used in the session [40]. An MTSI client sending an SDP offer for AVPF shall also include these AVPF and CCM feedback messages in the offer. An MTSI client accepting an SDP offer for AVPF for video shall also accept these AVPF and CCM feedback messages if they are offered.

If an MTSI client offers to use ECN for video in RTP streams then the MTSI client shall offer ECN Capable Transport as defined below. If an MTSI client accepts an offer for ECN for video then the MTSI client shall declare ECN Capable Transport in the SDP answer as defined below. The SDP negotiation of ECN Capable Transport is described in [84].

The use of ECN for a video stream in RTP is negotiated with the "ecn-capable-rtp" SDP attribute, [84]. ECN is enabled when both clients agree to use ECN as configured below. An MTSI client using ECN shall therefore also include the following parameters and parameter values for the ECN attribute:

-
‘leap’, to indicate that the leap-of-faith initiation method shall be used;

-
‘ect=0’, to indicate that ECT(0) shall be set for every packet.

An MTSI client offering ECN for video shall indicate support of TMMBR [43] by including the "ccm tmmbr" value within an "rtcp-fb" SDP attribute [40]. An MTSI client offering ECN for video may indicate support for RTCP AVPF ECN feedback messages [84] using the "rtcp-fb" SDP attribute with the "nack" feedback parameter and the "ecn" feedback parameter value. An MTSI client offering ECN for video may indicate support for RTCP XR ECN summary reports [84] using the "rtcp-xr" SDP attribute and the "ecn-sum" parameter.

An MTSI client receiving an offer for ECN for video with an indication of support of TMMBR [43] within an "rtcp-fb" attribute should accept the offer if it supports ECN. It shall then indicate support for TMMBR using an "rtcp-fb" attribute in the SDP answer.

An MTSI client receiving an offer for ECN for video with an indication of support of RTCP AVPF ECN feedback message but without support for TMMBR should accept the offer if it supports ECN and also the RTCP AVPF ECN feedback message. It shall then indicate support of the RTCP AVPF ECN feedback message using the "rtcp-fb" attribute in the SDP answer.

An MTSI client receiving an offer for ECN for video with an indication of support of RTCP XR ECN summary reports [84] without support for TMMBR should accept the offer if it supports ECN and also the RTCP XR ECN summary reports. It shall then indicate support of RTCP XR ECN summary reports in the SDP answer.

The use of ECN is disabled when a client sends an SDP without the "ecn-capable-rtp" SDP attribute.

An MTSI client may initiate a session re-negotiation to disable ECN to resolve ECN-related error cases. An ECN-related error case may be, for example, detecting non-ECT in the received packets when ECT(0) was expected or detecting a very high packet loss rate when ECN is used.

Examples of SDP offers and answers for video can be found in clause A.4. SDP examples for offering and accepting ECT are shown in Annex A.12.2.

NOTE:
For H.264 / MPEG-4 (Part 10) AVC, the optional max-rcmd-nalu-size receiver-capability parameter of RFC 6184 [25] should be set to the smaller of the MTU size (if known) minus header size or 1 400 bytes (otherwise).

The "framerate" attribute as specified in [8] indicates the maximum frame rate the offerer wishes to receive. If the “framerate” attribute is present in the SDP offer, its value may be modified in the SDP answer when the answerer wishes to receive video with a different maximum frame rate than what was indicated in the offer.

An MTSI client in terminal setting up asymmetric video streams with H.264 (AVC) should use both the ‘level-asymmetry-allowed’ parameter and the ‘max-recv-level’ parameter that are defined in the H.264 payload format, [25]. When the ‘max-recv-level’ parameter is used then the level offered for the receiving direction using the ‘max-recv-level’ parameter must be higher than the default level that is offered with the ‘profile-level-id’ parameter.

An SDP offer-answer example showing the usage of the ‘level-asymmetry-allowed’ and ‘max-recv-level’ parameters is included in Annex A.4.5.

An MTSI client in terminal setting up asymmetric video streams with H.265 (HEVC) should use the ‘max-recv-level-id’ parameter that is defined in the H.265 payload format, [120]. The level offered for the receiving direction using the ‘max-recv-level-id’ parameter must be higher than the default level that is offered with the ‘level-id’ parameter.

An SDP offer-answer example showing the usage of the ‘max-recv-level-id’ parameter is included in Annex A.4.8.

The resolutions in the “imageattr” attribute correspond to the image size information in the encoded video bitstream such that the x-component corresponds to the image width, and the y-component corresponds to the height component. When the bit-rate is being adapted, values of image width or image height smaller than the x- or y-component(s) in the negotiated “imageattr” attribute may be temporarily used.

*** Next change ***

6.2.5
Bandwidth negotiation

6.2.5.1
General
The SDP shall include bandwidth information for each media stream and also for the session in total. The bandwidth information for each media stream and for the session is defined by the Application Specific (AS) bandwidth modifier as defined in RFC 4566 [8].

For a media stream which has been removed by either the offerer or answerer, the inclusion of bandwidth information is optional. This is in accordance with clause 8.2 of RFC 3264 [58]. 

SDP examples incorporating bandwidth modifiers are shown in annex A.

When an MTSI client in terminal receives an SDP offer or answer it shall determine the maximum sending rate for the selected codec by selecting the smallest of the following:

-
the bandwidth value, if the b=AS parameter was included in the SDP offer or answer

-
the preconfigured data rate for the selected codec, if the MTSI client has been preconfigured by the operator to use a particular data rate for the selected codec

-
the maximum data rate for the selected codec as determined by examining the codec information (e.g., codec, mode, profile, level) and any other media information (e.g., ptime and maxptime) included in the received SDP offer or answer.  This maximum data rate is determined assuming no extra bandwidth is allowed for redundancy.

The maximum sending rate may be further updated by the MTSI client in terminal based on receiving an indication of the granted QoS (see 6.2.7). 

The MTSI client in terminal shall not transmit at a rate above the maximum sending rate.  For speech, the MTSI client should transmit using the codec mode with the highest data rate allowed by the maximum sending rate, except if limited to a lower codec mode by the initial codec mode procedures (see 7.5.2.1.6) or by the adaptation procedures (see 10.2).

6.2.5.2
Speech
If an MTSI client includes an AMR or AMR-WB mode-set, or EVS Primary mode br or br-recv parameter in the SDP offer or answer, the MTSI client shall set the b=AS parameter to a value matching the maximum codec mode in the mode-set or the highest bit-rate in the br or br-recv, the packetization time (ptime), and the intended redundancy level. For example, b=AS for AMR-WB at IPv6 should be set to 38 if mode-set includes {6.60, 8.85, 12.65}, the packetization time is 20, and if no extra bandwidth is allocated for redundancy. Likewise, b=AS for EVS Primary mode at IPv4 should be set to 42 if br=7.2-24.4, the packetization is header-full payload format, ptime=20, and no extra bandwidth is allocated for redundancy.

Editor’s note: Requirements/recommendations for how to use the new bandwidth information attribute are needed.

If an MTSI client does not include an AMR or AMR-WB mode-set, or EVS Primary mode br or br-recv parameter in the SDP offer or answer, the MTSI client shall set the b=AS parameter in the SDP to a value matching the highest AMR/AMR-WB mode, i.e., AMR 12.2 and AMR-WB 23.85, or the highest bit-rate of EVS Primary mode depending on negotiated bandwidth(s), i.e., EVS 24.4 for NB and EVS 128 for WB, SWB and FB, respectively.
NOTE 1:
When no mode-set is defined, then this should be understood as that the offerer or answerer is capable of sending and receiving all codec modes of AMR or AMR-WB. An MTSI client in terminal will not include the mode-set parameter in SDP offer in the initial offer-answer negotiation. See Clause 6.2.2.2, Tables 6.1 and 6.2. It is however expected that the mode-set is defined when an SDP offer is received from an MTSI MGW inter-working with CS GERAN/UTRAN, see Clause 6.2.2.3, Table 6.5.
The bandwidth to use for b=AS for AMR and AMR-WB, and EVS Primary mode should be computed as shown in Annexes K and Q respectively. Tables 6.7 and 6.8 shows the bandwidth for the respective AMR and AMR-WB codec when the packetization time is 20 and no extra bandwidth is allocated for redundancy. The b=AS value should be computed without taking statistical variations, e.g., the effects of DTX, into account. Such variations can be considered in the scheduling and call admission control. Detailed procedures to compute b=AS of AMR and AMR-WB, and EVS Primary mode can be found in Annexes K and Q.
NOTE 2:
For any payload format, b=AS of EVS Primary mode at 5.9 kbps source controlled variable bit-rate (SC-VBR) coding should be computed as the b=AS of its highest component bit-rate, 8 kbps.
NOTE 3:
b=AS of EVS AMR-WB IO mode can be computed as in the octet-aligned payload format of AMR-WB as shown in Annex K.
Table 6.7: b=AS for each codec mode of AMR when ptime is 20
	Payload format
	Codec mode

	
	4.75
	5.15
	5.9
	6.7
	7.4
	7.95
	10.2
	12.2

	Bandwidth-efficient
	IPv4
	22
	22
	23
	24
	24
	25
	27
	29

	
	IPv6
	30
	30
	31
	32
	32
	33
	35
	37

	Octet-aligned
	IPv4
	22
	22
	23
	24
	25
	25
	28
	30

	
	IPv6
	30
	30
	31
	32
	33
	33
	36
	38


Table 6.8: b=AS for each codec mode of AMR-WB when ptime is 20
	Payload format
	Codec Mode

	
	6.6
	8.85
	12.65
	14.25
	15.85
	18.25
	19.85
	23.05
	23.85

	Bandwidth-efficient
	IPv4
	24
	26
	30
	31
	33
	35
	37
	40
	41

	
	IPv6
	32
	34
	38
	39
	41
	43
	45
	48
	49

	Octet-aligned
	IPv4
	24
	26
	30
	32
	33
	36
	37
	40
	41

	
	IPv6
	32
	34
	38
	40
	41
	44
	45
	48
	49


Table 6.9: b=AS for each bit-rate of EVS Primary mode when ptime is 20
	Payload format
	Bit-rate

	
	7.2
	8
	9.6
	13.2
	16.4
	24.4
	32
	48
	64
	96
	128

	Header-full
	IPv4
	24
	25
	27
	30
	34
	42
	49
	65
	81
	113
	145

	
	IPv6
	32
	33
	35
	38
	42
	50
	57
	73
	89
	121
	153


6.2.5.3
Video
Editor’s note: Requirements/recommendations for how to use the new bandwidth information attribute are needed.

*** Next change ***

Editor’s note: It is expected that some updates to this section will be needed.

6.2.7
Negotiated QoS parameters

The MTSI client in the terminal may support the negotriation of the QoS. The term "negotiated" in the present document describes the end result of a QoS negotiation between an MTSI client in terminal and the network (or the end result of what the network grants to the MTSI client in terminal even if no negotiation takes place).

In case an MTSI client in terminal supports the QoS negotiation and is made aware that the negotiated downlink Maximum Bit Rate(s) (MBR) for the bearer(s) has been updated from the network then the MTSI client in terminal should check if the bandwidth(s) it sent within b=AS bandwidth modifiers in previous SDP (e.g. during the initial session setup) are aligned with the downlink MBR(s) allocated for the bearer(s) and its receiving capabilities.

The rules for alignment are different depending on how many media streams that are handled by the bearer, as follows:

-
When a bearer carries a single media stream, then it is the media-level b=AS bandwidth for that media stream that should be aligned with the MBR of the bearer.

-
When a bearer carries several media streams, then it is the sum of the media-level b=AS bandwidths for those media streams that should be aligned with the MBR of the bearer.

The rules for alignment are also different depending on whether the media stream(s) are bi-directional (sendrecv) or uni-direction (sendonly or recvonly), as follows:

-
If the MTSI terminal receives (and possibly sends) a media stream, it should consider the sent b=AS bandwidth(s) in SDP for that media stream in comparison with the downlink MBR.
-
If the MTSI terminal only sends a media stream, it should not consider the sent b=AS bandwidth(s) in SDP for that media stream in comparison with the downlink MBR.
NOTE 1:
The b=AS bandwidth and the MBR bandwidth are not directly comparable since the b=AS bandwidth does not include the RTCP bandwidth while the MBR bandwidth allocation must include some headroom for RTCP. The bandwidths will therefore almost always be different. The MBR bandwidth may also differ from the b=AS bandwidth because of other reasons, for example: bearer allocation and header compression. It is an implementation consideration to handle such impacts and how to judge whether the bandwidth values differ and what bandwidth value to send in the UPDATE message.

If the MTSI client in terminal determines that the b=AS bandwidth(s) are not aligned with the MBR and the receiving capabilities of the MTSI client, then it should align the media-level b=AS bandwidth(s) to the MBR and its receiving capabilities by sending to the other party an SDP offer with the new b=AS bandwidth value(s). In the process of this alignment it is also likely that the session-level b=AS bandwidth needs to be updated. In addition, the MTSI client in terminal may modify other parts of the SDP, e.g., to replace the codecs or adjust codec parameters (such as the AMR or AMR-WB mode-set).

NOTE 2:
It could be necessary to reconfigure the codec(s), or even to drop some media streams, to be able to operate within the bandwidth constraints defined with the MBR of the bearer.

NOTE 3:
A situation when the MTSI client in terminal could not align the b=AS bandwidth(s) with the MBR, due to its receiving capabilities, is when it does not support rate adaptation.
If an MTSI client in a terminal receives a new SDP offer with new b=AS bandwidth value(s) (e.g., in a SIP UPDATE or in a SIP re-INVITE) and it accepts the session update then it shall generate an SDP answer as described in clause 6.2.
Any subsequent QoS changes indicated to the MTSI client in terminal during an MTSI session (including the cases described in Clause 10.3) shall be signalled by the MTSI client in terminal (subject to the QoS update procedure) to the other party using the same signalling described above.

Examples of SDP using negotiated QoS are given in clause A.8.

When the MTSI client in terminal receives an indication that the negotiated uplink Maximum Bit Rate (MBR) is less than the current maximum sending rate of its sender, the MTSI client in terminal should configure the maximum sending rate of its sender to align with the negotiated uplink Maximum Bit Rate (MBR). 
When the MTSI client in terminal receives an indication that the negotiated uplink Maximum Bit Rate (MBR) is greater than the current maximum sending rate of its sender and rate adaptation is possible for the session, the MTSI client in terminal should configure the maximum sending rate of its sender to align with the smallest of the following:

-
the negotiated uplink Maximum Bit Rate (MBR) 

-
the bandwidth value, if the b=AS parameter was included in the last SDP offer or answer received by the client
-
the preconfigured data rate for the selected codec, if the MTSI client has been preconfigured by the operator to use a particular data rate for the selected codec
*** Next change ***

Editor’s note: This is a placeholder for changes to clause 7 (data transport) to describe how the new bandwidth information is used during the session, e.g. in 7.3.1, 7.3.2 and 7.3.3.
*** Next change ***

Editor’s note: This is a placeholder for changes to clause 10 (adaptation) to describe how the new bandwidth information is used in case of adaptation.

*** Next change ***

Editor’s note: This is a placeholder for changes to clause 15 (Network preference management object).
*** Next change ***

Editor’s note: This is a placeholder for changes to clause 18 (MTSI client in terminal using fixed access). The new bandwidth information should be used also by fixed clients. Clause 18.3.2.5 (bandwidth negotiation) should be updated. Clause 18.7 (adaptation) may also need to be updated.
*** Next change ***

19
Additional bandwidth information
19.1
General
This clause describes additional bandwidth properties that can be used when the existing bandwidth modifiers (b=AS, etc) give insufficient information. The additional information can be used to, for example (but not limited to): align the resource allocation end-to-end; align the bearer setup in different networks; or to assist how the MTSI clients should adapt in case of degraded operating conditions. The bandwidth properties are defined in clause 19.2.
A new SDP attribute ‘a=bw-info’ is defined in clause 19.3 and can be used to negotiate the additional bandwidth properties end-to-end. The SDP attribute allows for future extensions.
19.2
Bandwidth properties
19.2.1
General description
This clause defines four bandwidth properties, which can be used both for sending and receiving direction. One of these bandwidth properties is semantically very similar to the b=AS parameter, which means that seven new uni-directional bandwidth properties are defined. The four bandwidth properties are:
-
Maximum Supported Bandwidth

-
Maximum Desired Bandwidth

-
Minimum Desired Bandwidth

-
Minimum Supported Bandwidth
Detailed descriptions for these bandwidth properties are given in the following sub-sections.
The motivations for defining these properties are:
-
The best compromise between quality and network utilization is reached when the media uses bandwidths from the Minimum Desired Bandwidth up to the Maximum Desired Bandwidth, which is therefore the most preferred bandwidth range. The higher end of this range should preferably be used for most sessions. When bitrate adaptation is needed due to degraded operating conditions, it may require changing the bandwidth down towards the Minimum Desired Bandwidth.
-
Bandwidths below the Minimum Desired Bandwidth, down to the Minimum Supported Bandwidth, may be used during poor operating conditions, although this should happen rarely. If the operating conditions are so poor that not even media using Minimum Supported Bandwidth can be maintained then the media may be stopped or the session may be closed.
-
Bandwidths above the Maximum Desired Bandwidth, up to the Maximum Supported Bandwidth, can be used to provide room for redundancy so that the media may survive during very bad operating conditions and when bandwidth reduction alone is unable to provide sufficient quality. This range should be used rarely.
NOTE:
Increasing the bandwidth during bad operating conditions is an exception. Normally, the end-points ought to reduce the bandwidth. However, there are cases when it is not possible to reduce the bandwidth. For example, when AMR 4.75 kbps is used then the encoding bitrate cannot be reduced any further. It is then possible to use frame aggregation to reduce the IP/UDP/RTP overhead. However, if the limitation is in the RAN, where ROHC is used, then this will have limited effect, possibly even no effect at all. In this case, the only remaining option to improve the probability that speech reaches the receiving end-point is to allow the end-points to use redundancy, even if this means using a higher bandwidth. Otherwise, it is likely that the session will be terminated prematurely. This specification therefore allows for using up to 300% redundancy, as described in clause 9.2.1.
This means that the following relationships apply:

-
Minimum Supported Bandwidth ≤ Minimum Desired Bandwidth

-
Minimum Desired Bandwidth ≤ Maximum Desired Bandwidth

-
Maximum Desired Bandwidth ≤ Maximum Supported Bandwidth

All bandwidth properties described here include IP, UDP and RTP overhead. Corresponding bandwidth parameters excluding IP, UDP and RTP overhead may also be defined but are not included here.
19.2.2
Maximum Supported Bandwidth

Definition:

Identifies the highest bandwidth that can be used in the session during any operating conditions.

Should be used to set MBR.

Should also be used to set GBR for MBR=GBR bearers.

Usage during the session:

The additional bandwidth for redundancy should only be used if adapting the bitrate to lower values, down to the Minimum Supported Bandwidth, fails to provide sufficient quality.

Quality aspects:

When additional bandwidth is allocated for redundancy, the resilience against losses should be improved. It should however be expected that the end-to-end delay will be longer than for the normal operating range. 

19.2.3
Maximum Desired Bandwidth

Definition:

Identifies the highest bandwidth that should be used in most cases during normal operating conditions. This normally corresponds to the maximum bitrate allowed for the encoding.
Usage during the session:

The adaptation should ensure that bandwidths up to the Maximum Desired Bandwidth are used whenever possible.

Quality aspects:

Using bandwidths in the higher end of the Minimum Desired Bandwidth ~ Maximum Desired Bandwidth range should give the intended encoding quality and end-to-end delay.

19.2.4
Minimum Desired Bandwidth

Definition:

Identifies the lowest bandwidth that should be used in the session during relatively normal or slightly degraded operating conditions.

Used for setting GBR for MBR>GBR bearers.

Usage during the session:

Bandwidths in the lower end of the Minimum Desired Bandwidth ~ Maximum Desired Bandwidth should be used less frequently, mainly during periods with high load and/or degraded operating conditions.

The bandwidth used by media can be lower than the Minimum Desired Bandwidth, for example during DTX periods for speech or when DTMF is being transmitted instead of speech.

Quality aspects:

Using bandwidths in the lower end of this range can give slightly reduced encoding quality but should not give increased end-to-end delay.

For video, this bandwidth should be selected such that the video is still relatively smooth.

19.2.5
Minimum Supported Bandwidth

Definition:

Identifies the lowest bandwidth that may be used in the session during exceptional operating conditions.
Usage during the session:

Bandwidths below the Minimum Desired Bandwidth, down to the Minimum Supported Bandwidth, should be used quite rarely, mainly for severely degraded operating conditions.

If the operating conditions are so poor that not even Minimum Supported Bandwidth can be maintained then the session can be terminated.

The bandwidth used by media can deliberately be lower than the Minimum Supported Bandwidth, for example during DTX periods for speech or when DTMF is being transmitted instead of speech. This is not to be considered a violation of the bandwidth parameter.
Quality aspects:

It can be expected that the encoding quality is reduced for these bandwidths and also that the end-to-end delay is increased.

19.3
SDP attribute
19.3.1
Definition

The syntax for the SDP attribute is:
a=bw-info:<pt-def> <direction> <bw-prop-1>=<bw-value-def-1>; ...; <bw-prop-N>=<bw-value-def-N>
where:

<pt-def> is the definition of the RTP payload type(s) that the bandwidth information applies to. This can be a single value, a comma-separated list pf RTP payload type numbers, or a wild card (‘*’).
<direction> is either ‘send’ or ‘recv’. The direction shall be defined for each ‘a=bw-info’ line.
<bw-prop-X>=<bw-value-def-X> define the bandwidth property and the related bandwidth value.
The new attribute is designed to allow for future extensibility.
19.3.2
SDP grammar
The ABNF RFC 5234 [xx] for this attribute is the following:

bw-attrib


= "a=bw-info:" pt-def SP direction SP bw-def *(";" bw-def)
pt-def


= "*" / pt-val *("," pt-val)
pt-val


= 1*3DIGIT
direction


= "send" / "recv"
bw-def


= bw-name ":" bw-val
bw-name


= 1*VCHAR




; Label defining the bandwitdh property

bw-val-def

= 1*DIGIT / bw-val-def-ext
; Bandwidth value for the bandwidth property
bw-val-def-ext
= 1*DIGIT *(":" 1*DIGIT)
/ Extension possibility
Editor’s note: Some extension possibilities are included above. It is FFS to decide if further extension possibilities are needed.
The 'a=bw-info' attribute defines the following possible directionalities for the bandwidth:

-
send: In the send direction for SDP Offer/Answer agent or in case of declarative use in relation to the device that is being configured by the SDP.

-
recv: In the receiving direction for the SDP Offer/Answer agent providing the SDP or in case of declarative use in relation to the device that is being configured by the SDP.

The directionality shall be specified when the ‘a=bw-info’ attribute is used. Only one directionality can be specified on each ‘a=bw-info’ line. Hence, when a payload type is defined for both sending and receiving directions then two ‘a=bw-info’ lines should be included.
Special care should be taken to avoid conflicting definitions. For example, if payload number 96 is included in one ‘a=bw-info’ line and the direction is set to ‘send’, then the same payload type number cannot occur in another 'a=bw-info' line where the direction is set to ‘send’. This also applies when a wild card is used for the payload type number.
Editor’s note: An alternative is to define that explicitly identified payload type numbers override wildcarded payload type numbers.
The ‘bw-name’ is a character string describes the name (or label) used for the bandwidth property that is defined. Four bandwidth property names are defined here:
-
MaxSupBw: The Maximum Supported Bandwidth, see clause 19.2.1.
-
MaxDesBw: The Maximum Desired Bandwidth, see clause 19.2.1.
-
MinDesBw: The Minimum Desired Bandwidth, see clause 19.2.1.
-
MinSupBw: The Minimum Supported Bandwidth, see clause 19.2.1.
These bandwidth properties include IP/UDP/RTP overhead but not RTCP bandwidth, similar to b=AS. This means that the Maximum Supported Bandwidth for the receiving direction corresponds to the b=AS value used in an SDP offer-answer negotiation.
Unknown bandwidth property names may be ignored, and shall not be included in an answer if received in an offer.
Editor’s note: It might be beneficial to also define a bandwidth property describing which IP version that was assumed when the above bandwidth properties were defined. Alternatively, one could also define bandwidth properties describing the estimated overhead or the packet rate.
19.3.2
Declarative use
In declarative usage the SDP attribute is interpreted from the perspective of the end-point being configured by the particular SDP. An interpreter may ignore 'a=bw-info' attribute lines that contain only unknown payload numbers.
19.3.3
Usage in offer/answer
The offer/answer negotiation is performed for each ‘a=bw-info’ attribute line individually.
An offerer may use the 'a=bw-info' attribute(s) for some or all of the offered payload types. An answerer may remove the 'a=bw-info' attribute(s) for the payload types where it was used in the SDP offer. If 'a=bw-info' is included in the SDP offer, the answerer may add 'a=bw-info' lines for payload types it has added in the SDP answer compared to the SDP offer.
The SDP may include an offer for some of the defined bandwidth properties without including an offer for other defined bandwidth properties, in which case the values of the omitted properties are undefined, unless given implicitly by the general property relation in 19.2.1.
An offer may include the ‘a=bw-info’ attribute for both ‘send’ and/or ‘recv’ even if the directional attribute for the media stream is set to ‘a=sendonly’, ‘a=recvonly’ or ‘a=inactive’.
An agent understanding the 'a=bw-info' attribute and answering to an offer including the 'a=bw-info' attribute should include the attribute in the answer for all payload types for which it was offered.
If an answerer has received 'a=bw-info' in an SDP offer with a certain set of bandwidth properties, and would like to add additional bandwidth properties, possibly using other directionality, then it may do so by adding such definitions in the SDP answer.

An agent may also divide an 'a=bw-info' offer into several 'a=bw-info' offers. One example is when the SDP offer included an 'a=bw-info' offer listing several different RTP payload types, or using a wild card. The agent may then divide the attribute line with the payload type list into several attribute lines with payload type lists consisting of fewer payload type numbers or even several attribute lines with only a single payload type number each.

An agent may also merge several ‘a=bw-info’ offers into fewer offers or even a single offer.
An agent responding to an 'a=bw-info' offer will need to consider the directionalities and reverse them in the answer when responding to media streams using unicast.

If the answerer removes one or several RTP Payload Types from the SDP when creating the SDP answer then the corresponding payload type numbers should be removed from the 'a=bw-info' lines as well.
*** Next change ***

A.6
SDP example with bandwidth information

A.6.1
General

This clause gives an example where the bandwidth modifiers have been included in the SDP offer.
A.6.2
SDP examples with bandwidth information declared with bandwidth modifiers
Editor’s note: A description should be added.

Table A.6.1: SDP example with bandwidth information

	SDP offer

	v=0

o=Example_SERVER 3413526809 0 IN IP4 server.example.com

s=Example of using AS in MTSI

c=IN IP4 aaa.bbb.ccc.ddd

b=AS:345

t=0 0

a=tcap:1 RTP/AVPF

m=audio 49152 RTP/AVP 97 98

a=pcfg:1 t=1

b=AS:30

b=RS:0

b=RR:4000

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

m=video 49154 RTP/AVP 99

a=pcfg:1 t=1

b=AS:315

b=RS:0

b=RR:5000

a=rtpmap:99 H264/90000

a=fmtp:99 packetization-mode=0; profile-level-id=42e00c; \

     sprop-parameter-sets=J0LgDJWgUH6Af1A=,KM46gA==

a=rtcp-fb:* trr-int 5000

a=rtcp-fb:* nack

a=rtcp-fb:* nack pli

a=rtcp-fb:* ccm fir

a=rtcp-fb:* ccm tmmbr

a=extmap:4 urn:3gpp:video-orientation


The b=AS value indicates the media bandwidth, excluding RTCP, see RFC 3550, section 6.2. On session level, the b=AS value indicates the sum of the media bandwidths, excluding RTCP.

In this example, the bandwidth for RTCP is allocated such that it allows for sending at least 2 compound RTCP packets per second when AVPF immediate mode is used. The size of a RTCP Sender Report is estimated to 110 bytes, given IPv4 and point-to-point sessions. The corresponding bandwidth then becomes 1760 bps which means that compound RTCP packets can be sent a little more frequently than twice per second.

For speech sessions, the total RTCP bandwidth is set to 4000 bps (2000 bps for each terminal) to give room for adaptation requests with APP packets according to clause 10.2 in at least some of the RTCP messages. This adds 16 bytes to the RTCP packet.

The b=AS of AMR, 30, is set in the media level as the larger of the b=AS for bandwidth-efficient payload format, 29, and the b=AS for octet-aligned payload format, 30, with IPv4.
For video, the total RTCP bandwidth is set to 5000 bps (2500 bps for each terminal) to give room for slightly more frequent reporting and also to give room for codec-control messages (CCM) [43].

Setting the RS value to 0 does not mean that senders are not allowed to send RTCP packets. It instead means that sending clients are treated in the same way as receive-only clients, see also RFC 3556 [42].

The tcap attribute is in this example given on the session level to avoid repeating it for each media type.

A.6.3
SDP examples with additional bandwidth information

Editor’s note: Placeholder for new SDP examples.

*** End changes ***

