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1 Discussion
The following high-level changes are proposed:

The description of Proposed solution C (New bandwidth modifiers and SDPMiscCapNeg in SDP offer and answer) is refined and procedures are being provided. In particular, rules how the network may modify SDP bandwidth information in the offer and how the answerer may modify it are being provided.

The following issues left in brackets at the last meeting are being resolved:

For solutions D and F, text about how the answerer can modify bandwidth information is taken out of brackets.

For solution B, text in brackets about the need of network nodes to inspect the offer to derive bandwidth information for PCC resource reservation is being removed, because all bandwidth information is now contained in the SDP answer, and because values in the answer are also more accurate as the network and the answerer may have modified the values in the offer.

2 Proposed updates 
The text below shows proposed updates to the solutions in the TR 26.924. The section numbering shown here is the same as used in the TR.
8
Potential solution(s)

8.1
Potential solution A: Session re-negotiation

8.1.1
Introduction

This solution describes potential new requirements and/or recommendations to TS 26.114 to clarify when a session re-negotiations should be performed.

In TS 26.114 Clause 6.2, many requirements and recommendations are defined for the original session setup, i.e. for the first SDP offer-answer negotiation. There are also some requirements and recommendations for session re-negotiations when adding or removing media during a session. However, there are quite few requirements or recommendations for session re-negotiation for aligning the bandwidths to the selected codec. The same applies to the SDP examples in TS 26.114 Annex A.

8.1.2
Description of the solution

The proposed solution is to add requirements and/or recommendations in TS 26.114 Clause 6.2 to clarify the conditions when an MTSI client should perform a session re-negotiation. For example, a re-negotiation may be useful for the following cases:

-
If the SDP offer included multiple codecs and/or codec configurations requiring different bandwidths, and if the SDP answer includes a codec configuration that only needs a lower bandwidth.

-
If the bandwidth in the SDP offer included room for redundancy but the SDP answer prevented using redundancy in the session.

-
If the bandwidth in the SDP offer was selected to send speech with one frame per packet but the SDP answer indicated that frame aggregation is needed.

-
If the original intention was to send media without redundancy (‘max-red=0’) but the remote end-point wants to receive redundancy and indicates this by sending an SDP answer with a bandwidth that is higher than what is needed for the codec.

Whether a re-negotiation is performed or not may also depend on whether the intention is to set up a symmetric or asymmetric session.

A few SDP examples may also be added in TS 26.114 Annex A to describe both the original negotiation and the re-negotiation.

The list above indicates only a few examples. More examples can be added later during the normative work.

In TS 26.114, Clause 6.2.7, the following is defined:

“If the MTSI client in terminal determines that the b=AS bandwidth(s) are not aligned with the MBR and the receiving capabilities of the MTSI client, then it should align the media-level b=AS bandwidth(s) to the MBR and its receiving capabilities by sending to the other party an SDP offer with the new b=AS bandwidth value(s). In the process of this alignment it is also likely that the session-level b=AS bandwidth needs to be updated. In addition, the MTSI client in terminal may modify other parts of the SDP, e.g., to replace the codecs or adjust codec parameters (such as the AMR or AMR-WB mode-set).”

This describes when a session re-negotiation should be performed to align the b=AS bandwidth with the downlink MBR. If new bandwidth modifiers or attributes are defined then it is likely that the above text may need to be updated accordingly. The modifications that are needed however depend on the chosen solution(s). The detailed modifications can therefore not be described at this point in time. 

8.1.3
Compliance with proposed requirements

The above solution fulfils the requirement C on making the networks aware of the maximum supported bandwidth but only for the receiving direction of each end-point. This solution cannot itself fulfil the corresponding requirements for the sending direction because there are no bandwidth modifiers or attributes defined in SDP for this purpose. For the same reason, this solution can also not fulfil the requirement E on making the networks aware of the minimum supported or desired bandwidths, neither for the sending nor for the receiving direction.
However, if combined with any of the proposed solution B to G, those requirements can also be addressed.
8.1.4
Impact on networks and terminals

The mechanisms needed to perform a session re-negotiation are supported already today. It is therefore expected that this solution have no impact on the architecture and the interfaces in the networks, for example for the PCC.

It is however expected that UEs and MGWs (and possibly some other nodes) use some form of decision logic to determine when a session re-negotiation should be performed. This decision logic may need to be updated.

TS 26.114 clause 6.2 targets terminals and MGWs, which means that updates to this clause would impact these nodes. Updates to TS 26.114 clause 6.2.7 should however not impact MGWs since they are not expected to have any knowledge about the QoS parameters for the bearers and would therefore not try to align any SDP information and any QoS parameters.

8.2
Potential solution B: New bandwidth modifiers in SDP offer and answer without SDP MiscCapNeg
8.2.1
Introduction

This solution describes how the clients can make the networks aware and each other of the negotiated maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for each direction by defining new bandwidth modifiers to carry the new bandwidth information.

8.2.2
Description of the solution

8.2.2.1
General solution

The general solution is to add information in the SDPs about the maximum supported bandwidth, minimum supported bandwidth, maximum desired bandwidth and the minimum desired bandwidth, for sending and receiving directions, respectively. The clients would negotiate these bandwidths in the same way as they negotiate other configuration parameters. The networks would use these bandwidths in the session setup and session re-negotiations, both for the admission control and for resource reservation.

8.2.2.2
New bandwidth modifiers

The following new bandwidth modifiers are needed:

-
b=AS_max_des_recv:<value> - maximum desired bandwidth in receiving direction

-
b=AS_max_des_send:<value> - maximum desired bandwidth in sending direction

-
b=AS_min_des_recv:<value> - minimum desired bandwidth in receiving direction

-
b=AS_min_des_send:<value> - minimum desired bandwidth in sending direction

-
b=AS_max_sup_recv:<value> - maximum supported bandwidth in receiving direction (same as b=AS)

-
b=AS_max_sup_send:<value> - maximum supported bandwidth in sending direction

-
b=AS_min_sup_recv:<value> - minimum supported bandwidth in receiving direction

-
b=AS_min_sup_send:<value> - minimum supported bandwidth in sending direction

The names of the new bandwidth modifiers can of course be changed.

One limitation with defining new bandwidth modifiers is the syntax for bandwidth modifiers defined in SDP [8]:

b=<bwtype>:<bandwidth>

This syntax prevents defining different bandwidths for different RTP payload types, which could be solved by using SDP miscellaneous capability negotiation (SDPMiscCapNeg) [14]. Such a solution is described in Section 8.3.

The bandwidth value is expressed in kbps since this is the default unit for bandwidth modifiers, which is also used for the b=AS value.

8.2.2.3
Procedures

The SDP offer can contain several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. The originating client includes the maximum values required for any of the offered codec and configurations as bandwidth information. 

NOTE:
According to the general semantics of bandwidth modifiers in IETF RFC 4566, they relate to the entire m-line. With only one set of new bandwidth modifiers it is not possible to identify the bandwidth needs for each offered codec and configuration.

The answerer selects a codec and configuration which complies with the received bandwidth information within the SDP offer (i.e. the required bandwidth is equal or below the received information for each type of bandwidth information). In the SDP answer, the answerer provides bandwidth information for both the send and receive direction for the media line that matches the needs of the codec and configuration it selects. The answerer provides bandwidth information which is equal or below the corresponding received bandwidth information within the SDP offer. 

8.2.2.4
Session negotiation example

An example of how the new bandwidth modifiers can be used in the session negotiation is shown below. This example is based on Use case E where both AMR-WB and AMR are offered but where AMR is negotiated, see clause 6.6 and Table 6.6.1-1. A difference from Use case E is that the offer allows for using 100% redundancy even when the highest codec mode is used.

The new bandwidth modifiers are highlighted with bold font.

Editor’s note: The numerical values in the example need to be checked.

Table 8.2.2.4-1: SDP offer-answer for proposed solution B with new bandwidth modifiers

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:73

b=AS_max_des_recv:49

b=AS_max_des_send:49

b=AS_min_des_recv:34

b=AS_min_des_send:34

b=AS_max_sup_recv:73

b=AS_max_sup_send:73

b=AS_min_sup_recv:13

b=AS_min_sup_send:13

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:50

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12

b=AS_min_sup_send:12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


The bandwidth value for the b=AS parameter in the SDP offer is derived using existing rules, which in this case means using RTP payload type 99, i.e. AMR-WB, max 23.85 kbps and octet-aligned payload format. No extra bandwidth is allocated for redundancy.

In this case, a symmetric session is assumed. The new bandwidth values are therefore the same for the sending and receiving directions.

The values for new bandwidth modifiers shown in the SDP offer are derived for the most preferred configuration (100), i.e. AMR-WB, 23.85 kbps and bandwidth-efficient payload format:

-
b=AS_max_des_recv:49 - AMR-WB 23.85 kbps with no redundancy

-
b=AS_max_des_send:49 - AMR-WB 23.85 kbps with no redundancy

-
b=AS_min_des_recv:34 - AMR-WB 8.85 kbps with no redundancy 

-
b=AS_min_des_send:34 - AMR-WB 8.85 kbps with no redundancy

-
b=AS_max_sup_recv:73 - AMR-WB 23.85 kbps with 100% redundancy, note that this is different from the b=AS value

-
b=AS_max_sup_send:73 - AMR-WB 23.85 kbps with 100% redundancy

-
b=AS_min_sup_recv:13 - AMR-WB 6.60 kbps with no redundancy, 4 frames per packet

-
b=AS_min_sup_send:13 - AMR-WB 6.60 kbps with no redundancy, 4 frames per packet

The bandwidth value for the b=AS parameter in the SDP answer is also derived using existing rules, which in this case means using RTP payload type 97, i.e. AMR, max 123.2 kbps and bandwidth-efficient payload format. No extra bandwidth is allocated for redundancy.

The values for new bandwidth modifiers shown in the SDP answer are derived from the selected configuration, i.e. AMR, max 12.2 kbps, bandwidth-efficient payload format:

-
b=AS_max_des_recv:37 - AMR 12.2 kbps with no redundancy

-
b=AS_max_des_send:37 - AMR 12.2 kbps with no redundancy

-
b=AS_min_des_recv:31 - AMR 5.9 kbps with no redundancy 

-
b=AS_min_des_send:31 - AMR 5.9 kbps with no redundancy

-
b=AS_max_sup_recv:50 - AMR 12.2 kbps with 100% redundancy, note that this is different from the b=AS value

-
b=AS_max_sup_send:50 - AMR 12.2 kbps with 100% redundancy

-
b=AS_min_sup_recv:12 - AMR 4.75 kbps with no redundancy, 4 frames per packet

-
b=AS_min_sup_send:12 - AMR 4.75 kbps with no redundancy, 4 frames per packet

If the originating client accepts the bandwidths proposed by the terminating client then no further SDP offer-answer negotiations are needed, at least not for the reason of negotiating the bandwidths. However, since the terminating client selected a configuration that was not the most preferred by the originating client, it can happen that the originating client is not fully satisfied with the proposed bandwidths shown in the SDP answer. In this case, the originating client would need to send a SIP update to initiate a new SDP offer-answer negotiation.

In the worst case, one may even need several additional offer-answer negotiations to conclude on the configuration to use for the session. This would however increase the session setup time, add load on the SIP bearer and also add load to the SIP servers, which is undesirable.

8.2.2.5
Modifying the bandwidth information in the SDP offer


Networks may modify the new bandwidth information included in the SDP offer as needed. However, networks should not modify the bandwidth information included in the SDP answer when sending it back to the originating client since this information would then not be signalled back to the terminating client. 
NOTE:
To update the terminating client, the originating client would need to send a SIP UPDATE including the new bandwidth information. However, the originating client does not know if the bandwidth information in the SDP answer came from the terminating client or if the network changed this information, so it does not know that a SIP UPDATE would be needed.

Networks also have the possibility to reject the SDPs if the indicated bandwidths are unreasonable, as can be done already today.

8.2.2.6
Resource reservation in different networks

Since the bandwidth information is included in the SDP answerer, all networks in the path have the same information and can use this instead of proprietary codec-specific algorithms both for the admission control and for resource reservation. Thereby, it is possible to align QoS end-to-end.

It should be noted that this does not prevent using operator policies, even if the operator policies would use different bandwidths than indicated in the SDP offer. However, in this case, it would be beneficial to modify the SDP offer before forwarding it to the next network so that the bandwidth information in the SDP offer is aligned with the selected QoS parameters.

8.2.3
Compliance with proposed requirements

The described proposed solution addresses the proposed requirementsA to E. However, those requirements are only partially met, as the bandwidth information is provided per media component, rather than per codec and configuration. The proposed solution is compliant with the solution design requirements J to M. SDP attribute related requirements G to I are not applicable to this solution.
8.2.4
Impact on networks and terminals

Adding new information in SDP means that terminals and networks would need to support the new SDP parameters in order to make the solution useful.

For the networks, the AF (P-CSCF) would need to extract the new information from the SDP answerer and send it to the PCRF. Compared to the existing procedures, the AF or PCRF would no longer have to use information in the SDP offer to derive bandwidth for resource reservation purposes, but would have to extract more bandwidth information from the SDP answer. However, since the networks would not need to use a codec-specific algorithm the overall complexity should be roughly the same. On the Rx interface, the new information could be carried in transparent AVPs, which means that existing mechanisms can be used and no new mechanisms need to be defined; this would avoid AF impacts.  The PCRF would then use the new information to set the QoS parameters. The QoS parameters that are used are the same as in the existing specifications. The only difference is the values that the PCEF would use. This means that there is no need to change the PCEF, the RAN or the interfaces to these nodes.

Adding new SDP parameters also gives automatic fallback to the legacy solution whenever the new SDP parameters are not supported. This ensures backwards compatibility as long as the SDP still contains the old information, i.e. the b=AS bandwidth modifier.

8.3
Proposed solution C: New bandwidth modifiers and SDPMiscCapNeg in SDP offer and answer
8.3.1
Introduction

In this solution, the new bandwidth modifiers from solution B are used together with SDP Miscellaneous Capability Negotiation (SDPMiscCapNeg) [14] to be able to identify different bandwidth for different RTP payload types in the SDP offer.

8.3.2
Description of the solution

8.3.2.1
General solution

The general solution is to add information in the SDPs about the maximum supported bandwidth, minimum supported bandwidth, maximum desired bandwidth and the minimum desired bandwidth, for sending and receiving directions, respectively, by defining a SDP bandwidth to carry the new bandwidth information. SDP Miscellaneous Capability Negotiation (SDPMiscCapNeg) [14] is used to identify different bandwidth for different RTP payload types. The clients would negotiate these bandwidths in the same way as they negotiate other configuration parameters. The networks would use these bandwidths in the session setup and session re-negotiations, both for the admission control and for resource reservation.

8.3.2.2
Procedures

The SDP offer can contain several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. The originating client includes bandwidth values required for each of the offered codec and configurations as bandwidth information, using separate SDP capneg configuration with the new SDP bandwidth modifiers encapsulated in SDP "a=bcap" attributes. 

The answerer selects a codec and configuration. In the SDP answer, the answerer provides bandwidth information for both the send and receive direction for the codec and configuration it selects. The answerer provides bandwidth information which is equal or below the corresponding received bandwidth information within the SDP offer for maximum values and for the minimum desired value, and which is equal or higher for the minimum supported value.
8.3.2.3
Session negotiation example

The new bandwidth modifiers and the new attributes for SDPMiscCapNeg are highlighted with bold font. The new bandwidth modifiers are included here in the same way as shown in solution B. This is to ensure compatibility with clients that don’t support SPDMiscCapNeg, but it may not always be possible to do this.

Editor’s note: The numerical values in the example need to be checked.

Table 8.3.2.3-1: SDP offer-answer for proposed solution C with new bandwidth modifiers

	SDP offer

	a=csup:cap-v0,med-v0,bcap-v0

m=audio 49152 RTP/AVP 100 99 98 97

b=AS:73

b=AS_max_des_recv:49

b=AS_max_des_send:49

b=AS_min_des_recv:34

b=AS_min_des_send:34

b=AS_max_sup_recv:73

b=AS_max_sup_send:73

b=AS_min_sup_recv:13

b=AS_min_sup_send:13

// AMR, bandwidth-efficient

a=bcap:3 AS:50

a=bcap:31 AS_max_des_recv:37

a=bcap:32 AS_max_des_send:37

a=bcap:33 AS_min_des_recv:31

a=bcap:34 AS_min_des_send:31

a=bcap:35 AS_max_sup_recv:50

a=bcap:36 AS_max_sup_send:50

a=bcap:37 AS_min_sup_recv:12

a=bcap:38 AS_min_sup_send:12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rmcap:3 AMR/8000/1

a=mfcap:3 mode-change-capability=2; max-red=220

// AMR, octet-aligned

a=bcap:4 AS:50

a=bcap:41 AS_max_des_recv:38

a=bcap:42 AS_max_des_send:38

a=bcap:43 AS_min_des_recv:31

a=bcap:44 AS_min_des_send:31

a=bcap:45 AS_max_sup_recv:50

a=bcap:46 AS_max_sup_send:50

a=bcap:47 AS_min_sup_recv:12

a=bcap:48 AS_min_sup_send:12

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rmcap:4 AMR/8000/1

a=mfcap:4 mode-change-capability=2; max-red=220; octet-align=1

// AMR-WB, bandwidth-efficient

a=bcap:1 AS:73

a=bcap:11 AS_max_des_recv:49

a=bcap:12 AS_max_des_send:49

a=bcap:13 AS_min_des_recv:34

a=bcap:14 AS_min_des_send:34

a=bcap:15 AS_max_sup_recv:73

a=bcap:16 AS_max_sup_send:73

a=bcap:17 AS_min_sup_recv:13

a=bcap:18 AS_min_sup_send:13

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rmcap:1 AMR-WB/16000/1

a=mfcap:1 mode-change-capability=2; max-red=220

// AMR-WB, octet-aligned

a=bcap:2 AS:74

a=bcap:21 AS_max_des_recv:49

a=bcap:22 AS_max_des_send:49

a=bcap:23 AS_min_des_recv:34

a=bcap:24 AS_min_des_send:34

a=bcap:25 AS_max_sup_recv:74

a=bcap:26 AS_max_sup_send:74

a=bcap:27 AS_min_sup_recv:14

a=bcap:28 AS_min_sup_send:14

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=rmcap:2 AMR-WB/16000/1

a=mfcap:2 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

a=pcfg:1 m=1 a=-m b=1,11,12,13,14,15,16,17,18 pt=1:99

a=pcfg:2 m=2 a=-m b=2,21,22,23,24,25,26,27,28 pt=2:100

a=pcfg:3 m=3 a=-m b=3,31,32,33,34,35,36,37,38 pt=3:97

a=pcfg:4 m=4 a=-m b=4,41,42,43,44,45,46,47,48 pt=4:98

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:50

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12

b=AS_min_sup_send:12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240

a=acfg:1 m=1 b=3,31,32,33,34,35,36,37,38 pt=1:97


The new bandwidth information is derived in the same way as done for solution B. 


8.3.2.4
Modifying the bandwidth information in the SDP offer

Networks nodes in the path have the same possibilities to modify the new bandwidth information in the SDP offer for each codec and configuration in the following manner:

-
Reducing the corresponding received bandwidth information within the SDP offer for maximum values and for the minimum desired value, 

-
Removing an unwanted codec or configuration together with all related bandwidth information

-
Adding codecs or configuration accessible via transcoding together with all related bandwidth information

However, Networks nodes in the path must not modify received minimum supported values for any codec and configuration they maintain in the SDP offer.
Networks nodes in the path must not modify any received bandwidth information in the SDP answer unless they exchange the selected codec and configuration in the SDP answer due to transcoding.

8.3.2.5
Resource reservation in different networks

Since the bandwidth information is included in the SDP answerer, all networks in the path have the same information and can use this instead of proprietary codec-specific algorithms both for the admission control and for resource reservation. Thereby, it is possible to align QoS end-to-end.

It should be noted that this does not prevent using operator policies, even if the operator policies would use different bandwidths than indicated in the SDP offer. However, in this case, it would be beneficial to modify the SDP offer before forwarding it to the next network so that the bandwidth information in the SDP offer is aligned with the selected QoS parameters.

8.3.3
Compliance with proposed requirements

The described proposed solution solves the proposed requirements A to E. The proposed solution is compliant with the solution design requirements J to M. SDP attribute related requirements G to I are not applicable to this solution.
8.3.4
Impact on networks and terminals

The impacts on networks and terminals are the same as for solution B. In additions, networks and terminals need to implement SDPMiscCapNeg, which also mean that they need to implement SDPCapNeg [13] and SDPMediaCapNeg [15].

8.4
Proposed solution D: New attribute for bandwidth information in SDP offer and answer for each RTP payload type
8.4.1
Introduction

This solution describes how the clients can make the networks aware of the negotiated maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for each direction by defining a new attribute to carry the new bandwidth information.

8.4.2
Description of the solution

8.4.2.1
General solution

The general solution is to add information in the SDPs about the maximum supported bandwidth, minimum supported bandwidth, maximum desired bandwidth and the minimum desired bandwidth, for sending and receiving directions, respectively. The clients would negotiate these bandwidths in the same way as they negotiate other configuration parameters. The networks would use these bandwidths in the session setup and session re-negotiations, both for the admission control and for resource reservation.

8.4.2.2
New attribute

The syntax for the new SDP attribute can be defined in several ways. One example is shown below:

a=bw:<pt-list> send=<maxs>,<maxd>,<mind>,<mins>; recv=<maxs>,<maxd>,<mind>,<mins>

Editor’s note: ‘bw’ can be confusing since EVS also use this name. Consider re-naming.

Editor’s note: Details on encoding are FFS.

where:

The attribute can be used either on media level or on session level.

<pt-list> identifies the RTP payload type(s) for which the current bandwidth declaration applies,

-
A wild card (‘*’) can be used to make the bandwidth definition apply to all RTP payload types for the given media scope or for the entire session

-
pt-list can be a comma-separated list of RTP payload type numbers, i.e. a=bw:96,97,105 ...
-
pt-list can also include be a range RTP payload type numbers, i.e. a=bw:96-99 ...
-
pt-list can even include a combination of individual RTP payload type number(s) and range(s), i.e. a=bw:96-99,105,107-110 ...
send or recv defines the direction for which the bandwidth declaration applies

<maxs>,<maxd>,<mind>,<mins> is the bandwidth declaration for the given direction, containing the maximum supported bandwidth, maximum desired bandwidth, minimum desired bandwidth and the minimum supported bandwidth.
This is probably the simplest possible syntax to support signalling the bandwidth information identified in this study.

A benefit with defining a new SDP attribute is that the syntax can be defined in whatever way needed (for instance, compare with the syntax in proposed solution F that could also be used here if a payload type is added). The syntax can also be defined to allow for future extensions, even though this is not shown in the definition above.
8.4.2.3
Procedures

The SDP offer can contain several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. The originating client includes bandwidth values required for each of the offered codec and configurations as bandwidth information, using a separate instance of the a=bw attribute for each RTP payload type. 

The answerer selects a codec and configuration. In the SDP answer, the answerer provides bandwidth information for both the send and receive direction for the codec and configuration it selects. The answerer provides bandwidth information which is equal or below the corresponding received bandwidth information within the SDP offer for maximum values and for the minimum desired value, and which is equal or higher for the minimum supported value.
8.4.2.4
Session negotiation example

An example of how the new attribute can be used in the session negotiation is shown below. This example is based on Use case E where both AMR-WB and AMR are offered but where AMR is negotiated, see clause 6.6 and Table 6.6.1-1. A difference from Use case E is that the offer allows for using 100% redundancy even when the highest codec mode is used.

The SDP offer contains several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. With a new attribute it is possible to identify the bandwidth needs for each configuration. 

The new attribute lines are highlighted with bold font.

Editor’s note: The numerical values in the example need to be checked.

Table 8.4.2.4-1: SDP offer-answer for proposed solution D with new bandwidth modifiers

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:49

a=bw:97 send=50,37,31,12 recv=50,37,31,12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=bw:98 send=50,38,31,12 recv=50,38,31,12

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=bw:99 send=73,49,34,13 recv=73,49,34,13

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=bw:100 send=74,49,34,14 recv=74,49,34,14

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:37

a=bw:97 send=50,37,31,12 recv=50,37,31,12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


Editor’s note: Does the a=bw attribute need to be related to an RTP payload type in the SDP answer? This is FFS.

The new bandwidth information is derived in the same way as done for solution C.

In this case, there is no need to use SDPMiscCapNeg to indicate different bandwidths for different payload types.

8.4.2.5
Modifying the bandwidth information in the SDP offer

Networks in the path have the same possibilities to modify the new bandwidth information as possible with solution C.

8.4.2.6
Resource reservation in different networks

Same as for solution C.

8.4.3
Compliance with proposed requirements

The described proposed solution solves the proposed requirements A to E. The proposed solution is compliant with the solution design requirements J to M and the SDP attribute related requirements G to I.
8.4.4
Impact on networks and terminals

Same as for solution B.

8.5
Proposed solution E: New bandwidth modifiers only in SDP answer

8.5.1
Introduction

A variant of proposed solution B is to only include the new bandwidth modifiers in the SDP answer, since this shows what codec and configuration that has been negotiated, but not to include anything new in the SDP offer.

8.5.2
Description of the solution

8.5.2.1
General solution

This solution describes how the answering client can make the networks aware of the maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum desired bandwidth for the negotiated codec and configuration for each direction by defining new bandwidth modifiers to carry the new bandwidth information. The new bandwidth modifiers are only included in the SDP answer.

The reason for including the new bandwidth information only in the SDP answer is that it shows which codec and configuration that has been negotiated.

8.5.2.2
New bandwidth modifiers

Same as for solution B, see clause 8.2.2.2, except that it is only allowed to use the new bandwidth modifiers in the SDP answer.

8.5.2.3
Session negotiation example

The conditions for this example are the same as used for solution B

Editor’s note: The numerical values in the example need to be checked.

Table 8.5.2.3-1: SDP offer-answer for proposed solution E with new bandwidth modifiers only in the SDP answer

	SDP offer

	m=audio 49152 RTP/AVP 100 99 98 97

b=AS:49

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:37 

b=AS_max_des_recv:37

b=AS_max_des_send:37

b=AS_min_des_recv:31

b=AS_min_des_send:31

b=AS_max_sup_recv:50

b=AS_max_sup_send:50

b=AS_min_sup_recv:12

b=AS_min_sup_send:12

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


The new bandwidth information is derived in the same way as done for solution B but only for the codec and configuration included in the SDP answer.

8.5.2.4
Modifying the bandwidth information in the SDP offer

Since the SDP offer does not include the new bandwidth information it becomes impossible for the networks to modify this information.

8.5.2.5
Resource reservation in different networks

Since the bandwidth information is included in the SDP answer, all networks in the path have the same information and can use this instead of proprietary codec-specific algorithms both for the admission control and for resource reservation. Thereby, it is possible to align QoS end-to-end.

8.5.3
Compliance with proposed requirements

This solution fulfils the proposed requirements C to E. However, it does not fulfil the proposed requirements A and B. The proposed solution is compliant with the solution design requirements J to M. SDP attribute related requirements G to I are not applicable to this solution.
8.5.4
Impact on networks and terminals

The implementation impacts on networks and terminals are the virtually same as for solution B. 

8.6
Proposed solution F: New SDP attribute in SDP offer and answer for entire media line

8.6.1
Introduction

A variant of proposed solution D is to only include the new bandwidth modifiers SDP attribute not for each RTP payload type but the entire media line.

8.6.2
Description of the solution

8.6.2.1
General solution

This solution describes how the offering client proposes bandwidth requirements for the entire media line. The network can modify the bandwidth information in the SDP offer according to its policies for the media type. The answering client takes this information into account in the codec selection and makes the networks and offerer aware of the maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum supported bandwidth for the negotiated codec and configuration for each direction. A new SDP attribute is defined to carry the new bandwidth information. 

8.6.2.2
New SDP attribute

a=bwinfo:<type> <value>*(,<type> <value>)

<type>=mss/mds/iss/ids/msr/mdr/isr/idr/<token>

where:

<type> can be one of mss/mds/iss/ids/msr/mdr/isr/idr and identifies the type of the bandwidth. The defined types are maximum supported bandwidth in send direction (“mss”), maximum desired bandwidth in send direction (“mds”), minimum supported bandwidth in send direction (“iss”), minimum desired bandwidth in send direction (“ids”), maximum supported bandwidth in receive direction (“msr”), maximum desired bandwidth in receive direction (“mdr”), minimum supported bandwidth in receive direction (“isr”), minimum desired bandwidth in receive direction (“idr”). More types may be defined in the future and unknown types shall be ignored.

<value> is an integer denoting the applicable bandwidth value for a bandwidth type in kilobytes/sec.

8.6.2.3
Procedures

The SDP offer can contain several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. The originating client includes the maximum values required for any of the offered codec and configurations as bandwidth information. 

The answerer selects a codec and configuration which complies with the received bandwidth information within the SDP offer (i.e. the required bandwidth is equal or below the received information for each type of bandwidth information). In the SDP answer, the answerer provides bandwidth information for both the send and receive direction for the media line that matches the needs of the codec and configuration it selects. The answerer provides bandwidth information which is equal or below the corresponding received bandwidth information within the SDP offer for maximum values and for the minimum desired value, and which is equal or higher for the minimum supported value.
8.6.2.4
Session negotiation example

The conditions for this example are the same as used for solution B.

Editor’s note: The numerical values in the example need to be checked.

Table 8.6.2.4-1: SDP offer-answer for proposed solution F with new SDP attribute only in the SDP answer
	SDP offer

	c= 

m=audio 49152 RTP/AVP 100 99 98 97
b=AS:74

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240
a=bwinfo:mss 73,mds 49,iss 13,ids 34,msr 73,mdr 49,isr 13,idr 34

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:52 

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240
a=bwinfo:mss 52,mds 31,iss 12,ids 31,msr 52,mdr 31,isr 12,idr 31


8.6.2.5
Modifying the bandwidth information in the SDP offer

Networks in the path have the same possibilities to modify the new bandwidth information as possible with solution B.

8.6.2.6
Resource reservation in different networks

Since the bandwidth information is included in the SDP answer, all networks in the path have the same information and can use this instead of proprietary codec-specific algorithms for resource reservation. Thereby, it is possible to align QoS end-to-end.

8.6.3
Compliance with proposed requirements

The described proposed solution addresses the proposed requirements A to E. However, those requirements are only partially met, as the bandwidth information is provided per media component, rather than per codec and configuration. The proposed solution is compliant with the solution design requirements J to M and the SDP attribute related requirements G to I.

8.6.4
Impact on networks and terminals

Adding new information in SDP means that terminals and networks would need to support the new SDP parameters in order to make the solution useful.

For the networks, the AF (P-CSCF) would need to extract the new information from the SDP answers and send it to the PCRF. Compared to the existing procedures, the AF or PCRF would no longer have to use information in the SDP offer to derive bandwidth for resource reservation purposes, but would have to extract more bandwidth information from the SDP answer. However, since the networks would not need to use a codec-specific algorithm the overall complexity should be roughly the same. On the Rx interface, the new information could be carried in transparent AVPs, which means that existing mechanisms can be used and no new mechanisms need to be defined; this would avoid AF impacts.  The PCRF would then use the new information to set the QoS parameters. The QoS parameters that are used are the same as in the existing specifications. The only difference is the values that the PCEF would use. This means that there is no need to change the PCEF, the RAN or the interfaces to these nodes.

Nodes in the network applying existing policies to modify SDP offer for transcoding purposes would need to be updated to adjust the new bandwidth information accordingly.

Adding new SDP attributes also gives automatic fallback to the legacy solution whenever the new SDP attributes are not supported. 

Compared to solution D, the SDP processing load is smaller, as the new attribute appears only one time for each media line (and not potentially multiple times in the SDP offer).

8.7
Proposed solution G: New SDP attribute only in SDP answer

8.7.1
Introduction

A variant of proposed solution F is to only include the new bandwidth modifiers in the SDP answer, since this shows what codec and configuration that has been negotiated, but not to include anything new in the SDP offer.

8.7.2
Description of the solution

8.7.2.1
General solution

This solution describes how the answering client can make the networks and the offerer aware of the maximum supported bandwidth, the minimum supported bandwidth, the maximum desired bandwidth and the minimum supported bandwidth for the negotiated codec and configuration for each direction by defining a new SDP attribute to carry the new bandwidth information. The new SDP attribute is only included in the SDP answer.

The reason for including the new bandwidth information only in the SDP answer is that it shows which codec and configuration that has been negotiated.

8.7.2.2
New SDP attribute

See Subclause 8.6.7.2.2.

8.7.2.3
Procedures

The SDP offer can contain several RTP payload types corresponding to different codecs and configurations, where the different configurations have different bandwidth needs. 

The answerer selects a codec and configuration. In the SDP answer, the answerer provides bandwidth information for both the send and receive direction for the media line. The answerer provides bandwidth information which matches the needs of the codec and configuration it selects. 

8.7.2.4
Session negotiation example

The conditions for this example are the same as used for solution B.

Editor’s note: The numerical values in the example need to be checked.

Table 8.7.2.4-1: SDP offer-answer for proposed solution G with new SDP attribute only in the SDP answer
	SDP offer

	c= 

m=audio 49152 RTP/AVP 100 99 98 97
b=AS:74

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR/8000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR-WB/16000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR-WB/16000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=ptime:20

a=maxptime:240

	SDP answer

	m=audio 49152 RTP/AVP 97

b=AS:52 

a=rtpmap:97 AMR/8000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240
a=bwinfo:mss 52,mds 31,iss 12,ids 31,msr 52,mdr 31,isr 12,idr 31


8.7.2.5
Modifying the bandwidth information in the SDP offer

Since the SDP offer does not include the new bandwidth information it becomes impossible for the networks to modify this. The network can influence the required bandwidth by modifying the offered payload types or by reducing the existing b=AS bandwidth modifier.

8.7.2.6
Resource reservation in different networks

Since the bandwidth information is included in the SDP answer, all networks in the path have the same information and can use this instead of proprietary codec-specific algorithms for the resource reservation. Thereby, it is possible to align QoS end-to-end.

8.7.3
Compliance with proposed requirements

This solution fulfils the proposed requirements C to E on making the networks aware of the minimum/maximum supported/desired bandwidths for the negotiated media and codecs. However, it does not fulfil the proposed requirements A and B on allowing the bandwidth properties to be a part of the negotiation process. The proposed solution is compliant with the solution design requirements J to M and the SDP attribute related requirements G to I.

8.7.4
Impact on networks and terminals

Adding new information in SDP means that terminals and networks would need to support the new SDP parameters in order to make the solution useful.

For the networks, the AF (P-CSCF) or PCRF would need to extract the new information from the SDP answers and send it to the PCRF. Compared to the existing procedures, the AF or PCRF would no longer have to use information in the SDP offer to derive bandwidth for resource reservation purposes, but would have to extract more bandwidth information from the SDP answer. However, since the networks would not need to use a codec-specific algorithm the overall complexity should be roughly the same. On the Rx interface, the new information could be carried in transparent AVPs, which means that existing mechanisms can be used and no new mechanisms need to be defined; this would avoid AF impacts.  The PCRF would then use the new information to set the QoS parameters. The QoS parameters that are used are the same as in the existing specifications. The only difference is the values that the PCEF would use. This means that there is no need to change the PCEF, the RAN or the interfaces to these nodes.

Adding new SDP attributes also gives automatic fallback to the legacy solution whenever the new SDP attributes are not supported. 

Compared to solution D, the SDP processing load is smaller, as the new attribute appears only one time for each media line in the SDP answer (and not potentially multiple times in the SDP offer). Existing policies in the network to modify SDP offer continue to be supported.

8.8
Potential solution H: Bitrate variations

8.8.1
Introduction

This solution defines that an averaging window should be used when calculating the used bitrate. The length (in time) of the averaging window is then selected such that even large bitrate variations are smoothed sufficiently to avoid risking packet losses.

8.8.2
Description of the solution

The procedure for how the used bitrate should be calculated is defined in 3GPP specifications. The procedure uses an averaging window over a specified time period ‘T’ such that an average over the given time period is calculated. This gives a smoothing effect such that clients that need to send one or more large packets, for example for a large I frame, have time to compensate for this by sending smaller packets afterwards.

The solution defines the time period that is used in somewhat different ways depending on whether the entity is generating media or whether the entity is monitoring the media:

-
Entities generating media, e.g. codecs, should generate packets such that the average bitrate measured over a time period ‘Te’ that is shorter than or equal to T.

-
Entities monitoring the media, e.g. policing functions, should calculate the average bitrate over a time period that ‘Tp’ that is longer than or equal to T.

This solution does not use any signalling between clients and networks, or between different networks nodes. This means that the implementation is local in the respective node. This also means that the actual implementation could be different and does not use an averaging window as long as the performance is equivalent to what is defined above. For example, a client generating media could use a packet pacing function to avoid sending several large packets too closely to each other, which would create a high peak bitrate and would risk triggering the policing function.

The time period T can be made dependent on the QCI and thus media specific or service specific by defining it in media or service specifications, for example in TS 26.114. It is FFS whether a time period T dependant on the QCI offers significant advantages over a fixed time period T that is sufficiently long for all services. It is also FFS to determine whether a separate value of T should be defined for source-controlled Variable-Bit-Rate (VBR) operation vs. non-VBR codec modes, e.g. for EVS using VBR operation.

If a generic definition is desired, which is then used for all media and all services, then it may be better to define the time period in PCC or EPC specifications.

8.8.3
Compliance with proposed requirements

This solution fulfils the proposed requirement F on bitrate variations.

8.8.4
Impact on networks and terminals

It is well known that encoders, especially for video, generate media with large bitrate variations already today. This means that both networks and terminals should already use some form of averaging when calculating the bitrate. Policing functions need to do this to avoid dropping packets unnecessarily. Terminals also need this to reduce the variations to avoid triggering packet dropping in policing functions.

When introducing this solution it should therefore be relatively easy to implement it also in networks and terminals. This solution also means no changes to the architecture or the interfaces, which further simplifies the implementation.

