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1 Introduction
The issue on whether one need or don’t need to adapt below GBR was discussed at length in the previous MTSI teleconference on February 23, [1]. It seems like one of the issues leading to the long discussion is a misunderstanding of what “GBR” means.
This contribution aims at clarifying the meaning of “GBR” and also proposes how the clients should behave in relation to GBR, mainly related to the following questions:

· Is there a need to adapt below GBR?

· Or should the session be closed instead of adapting to bitrates below GBR? If so, then who should close the session?
· Is there any impact on charging?
2 Meaning of GBR
Real-time voice and video in MTSI are expected to use GBR QCIs 1 and 2, respectively, see 3GPP TS 23.203 [2]. The terminology “GBR QCI” is defined in clause 6.1.7.2 as follows:

“Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non-congestion related packet losses (see PELR below).”

The following items are particularly noteworthy:

· The text says “can in general”. This is basically the same as saying “should”.

· The text also says that congestion related packet drops should not occur. There can, however, be losses due to other reasons, e.g. bad channel conditions.

· The performance that is guaranteed is that“98% of the packets” shall be delivered within the Packet Delay Budget (PDB). Hence, up to 2% of the packets may be delayed more than the PDB.

· There is no statement for what is guaranteed when the sending rate is greater than GBR. This means that the transport should be regarded as “best effort” for this case.

And most importantly:

· It is the performance that is guaranteed, not the bitrate.

These properties are “per link”, or per network, which means that the end-to-end performance can very well be worse than what these numbers describe.

What this means for the transport is illustrated in the figure below.
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Figure 1.
Two interpretations of "Guaranteed BitRate" (GBR), a) Incorrect interpretation, b) Correct interpretation.
Figure 1a) illustrates what would happen if the meaning of GBR would be that it is the bitrate that is guaranteed, which is not what the text from TS 23.203 says. Figure 1b) instead illustrates the meaning of guaranteed performance, as described in TS 23.203.
3 Local performance vs. end-to-end performance
The QoS information applies to only one link. They do not define the end-to-end performance. Multimedia telephony often uses at least two links (one air interface for uplink and another air interface for downlink). The end-to-end performance is instead the “sum” of the performance of the individual links.

Therefore, in a session between two operators, Network1 may give up to 2% losses (packet losses + late delivered packets) and Network2 may also give up to 2% losses (packet losses + late delivered packets). This gives up to ~4% losses end-to-end.

Correspondingly, the delays also accumulate along the path. If PDB for Network1 is 100 ms and PDB for Network2 is also 100 ms, then the end-to-end delay budget becomes 200 ms.
This may happen even if the bitrate is below GBR and even if both networks are configured with the same GBR value.

If more links are included in the path, for example one or more fixed backbone networks, then the end-to-end performance may be even worse.

For speech, ~4% losses would usually impact the quality too much to be acceptable, unless redundancy (FEC) is used. For video, ~4% losses would definitely give significant quality degradation.
TS 22.105 clause 5.5 table 1 also list the following requirements for the end-to-end information losses:
· <3% for speech/audio; and:

· <1% for video.
Thereby, it should be clear that for speech, when there are two air interfaces in the path, it may happen that the end-to-end performance requirements in TS 22.105 are not fulfilled.
For video, it may happen that the end-to-end performance requirements are not fulfilled even when there is only one air interface in the path, e.g. for sessions between one mobile UE and a fixed UE.
In the teleconference on February 23 it was argued that the GBR should be negotiated between the operators as a part of the Service Layer Agreement. While it is true that it is desirable that the GBR is negotiated end-to-end, one cannot assume that this will happen in all cases. For example, IR.94 does allow for using a GBR bearer or a non-GBR bearer for video. Thus it can happen that one operator choose to use a GBR bearer while another operator choose to use a non-GBR bearer.

One also need to remember that, as described in Section 2, even if GBR is agreed end-to-end, it is still the performance that is “guaranteed” when the bitrate is lower than or equal to GBR and that this is per link. This means that each network will only ensure low enough loss rates and short enough delays for its own link of the end-to-end chain. Hence, the losses and the delays will accumulate along the path, which means that the end-to-end losses and delays can become significantly than the local QoS metrics for one link.

Furthermore, as described in Section 2, the QoS parameters are defined for the local access. This means that a UE cannot be expected to know what QoS settings that are used beyond the local link. Also, the UE cannot be expected to know how many links there are in the path to the remote UE. Therefore, the UE will usually not have exact knowledge about which bitrate that will be guaranteed end-to-end and how good the end-to-end performance will be.

For these reasons, it is proposed that the UEs shall regard the QoS parameters as defined for the local access and this does not necessarily mean that the end-to-end performance requirements are fulfilled.

4 Session termination
Since it is the network that configures the bearer with the QCI and the QoS parameters then it should also be the network that monitors that these settings are fulfilled. If not, then it should also be the network that decides whether a session should be terminated or not.
The network can also have a view on the overall performance of the system. A UE does not have this aggregated knowledge. This is another reason for why the decision to terminate a session or keep it alive should be decided by the network and not by the UEs.
It can, of course, happen that a UE has so bad radio condition that it cannot send and/or receive any packets at all for a very long period of time. In this case, it is expected that Layer 2 signaling will also fail, which means that time-outs will likely be triggered either in the networks or in the UEs or both in networks and UEs, which may then terminate the session. This is however a corner case which can be left out-of-scope for this study.

For these reasons, it is suggested that any decision on whether to close the session should be taken by the network and no further actions are needed in this study.
5 Adaptation below GBR

The overall purpose of the adaptation is to optimize the session quality for the current operating conditions, [5]. Adaptation is normally a compromise between:

· On one hand, the encoding quality, which usually means that the bitrate used for encoding should be as high as possible; and:

· On the other hand, degradations giving losses and/or delays, which are usually caused by a too high bitrate for the current conditions.

As discussed in Section 3, the end-to-end performance (losses and delays) can very well be worse than the loss rates and delays described by the local QoS parameters. This can happen even if the currently used bitrate is below the GBR of the local access.

The simplest and usually also the most successful way to reduce the amount of late or lost packets is to reduce the bitrate. For LTE, and other similar accesses, there are several benefits with reducing the bitrate when the channel conditions get worse.
· IP packets are often segmented into small transport blocks on MAC layer. This is to allow that sufficient modulation and channel coding can be applied to ensure that the transport blocks can be transported with a high likelihood over the air interface while still using a limited number of re-transmissions. Smaller IP packets thus give fewer and sometimes also smaller transport blocks, which increases the likelihood that the packet can be successfully transported. This reduces the risk for packet losses in the transport.

· For the same reasons, the time it takes to send an IP packet will also be reduced for smaller IP packets because smaller transport blocks need fewer re-transmissions. This increases the likelihood that the packet will be received in time at the receiving client, which reduces the risk for late losses.

· Reduced transmission time a packet also reduces the queuing time for the subsequent packet(s) that arrive to the transmission queue while a packet is being transmitted. Thus, this reduces the risk for late losses for subsequent packets.

· Using small packets also when the radio conditions are good is also beneficial, especially for voice services, because several small packets can often be aggregated and transmitted in one transport block. This reduces the number of radio resources (TTIs) that are needed for the UEs that have good channel conditions and thus releases TTIs that can be used by other UEs that have poor channel conditions and therefore can only send one packet or perhaps only a partial packet per transport block

These benefits should be well known to SA4 delegates.

For these reasons, it is proposed that the UEs shall be prepared to adapt the bitrate below GBR, if requested by another UE or by the network(s). This is especially needed to “survive” periods with poor channel quality and when the network decides to keep the session alive.
6 Impact on charging

Some high-level requirements on charging can be found in TS 23.203 Clause 4.2.2. Requirements on charging mechanisms are already in place for the following charging models:

· Volume-based, e.g. x EUR per MB.

· Time-based, e.g. x EUR per minute.

· Volume and time based.

· Event based.

· No charging.
If the charging is volume-based, volume and time based or event based, then adaptation below GBR should impact the charging already with existing means.
If the charging is time-based, then adaptation below GBR does not change the charging at all.

If there is no charging for the service then adaptation below GBR will (obviously) not impact the charging.

TS 23.203 Clause 4.1 defines a requirement that the PCC architecture shall support monitoring of the consumed resources for charging purposes. This is independent of what charging models that are used.

Based on this it is proposed that the charging mechanisms that are needed to support adaptation below GBR are already defined and no further actions are needed in this study.
7 Proposals
The following is proposed in this contribution:
· The UEs shall regard the QoS parameters as defined for the local access and that does not necessarily mean that the end-to-end performance requirements are fulfilled.
· The UEs shall be prepared to adapt the bitrate below GBR.

· Any decision on whether to close the session should be taken by the network and no further actions are needed in this study.
· The charging mechanisms that are needed to support adaptation below GBR are already defined and no further actions are needed in this study.
If this agreed then suitable text for the TR will be prepared for the SA4#83 meeting.
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