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1 Introduction
The effects of delaying the bitrate switching in the encoder were discussed in [1] and it was shown that long rate switching delays in the encoder will cause significant video frame delays that will impact the conversational quality. It was therefore seen important that the encoder adapts the bitrate as soon as possible to the bitrate that was requested by the receiver.

In [2], it was discussed that the video encoder may not be capable of immediately changing the encoding bitrate to the requested bitrate and it was suggested to allow for gradually reducing the bitrate over some period of time. No exact numbers for the allowed bitrate changing delay or the adaptation period were discussed.

The media chain and the adaptation loop however contain several other transmission components that will impact the video frame delay. These transmission components and their possible impact on the video frame are described in Section 2.
Some of these transmission components are only included in the media chain, other transmission components are only included in the adaptation loop and yet other transmission components are included both in the media chain and in the adaptation loop. The transmission components included in the adaptation loop will have an impact on the video frame delay when congestion occurs and when rate adaptation is performed.
Among the transmission components that impacts the video frame delay there are some components that are (more or less) fixed can cannot be changed and there are some components that can be implemented in different ways such that different implementations have different impact on the video frame delay. This contribution therefore proposes a method for how to determine minimum requirements for the transmission components that can be implemented in different ways. This methodology is described in Section 3. The methodology uses the service requirements defined in TS 22.105, which are also included in Section 3.3.
The methodology is also used to derive preliminary minimum requirements, which is described in Section 4.
This contribution ends with a discussion and proposals for how to use the outlined method.
2 Transmission components and impact on media delay
The figure below shows all the different transmission components that are included in the media chain and in the adaptation loop when the video is sent over one hop, i.e. the uplink. It is also described how each transmission component impacts the video frame delay and how it may vary because of adaptation.

[image: image1]
Figure 1. Overview of components that contribute to the buffering delay when sending video in uplink.
Capturing delay: This is the delay from capturing the image in the camera, buffering it and sending the data to the encoder. This delay adds to the video frame delay and could possibly change if the frame rate is changed due to adaptation. For this analysis, it is however assumed that the capturing delay is constant and is not changed because of adaptation. The capturing delay is therefore not considered further in this evaluation.

Encoding delay: This is the processing time for encoding one video frame. In a real implementation, this delay may vary with the video and the complexity to encode each frame. However, the delay variations are not directly correlated with the rate adaptation. To simplify the analysis, it is therefore assumed that the encoding delay is constant.
In reality, video encoders will also generate packets with varying size. This method focuses (so far) on the average behavior and varying frame size is therefore not considered here. The effects of varying frame size may be considered in possible future evolved versions of this methodology.
TX buf delay (fwd): Video packets are buffered in the transmission buffer until they are scheduled for transmission. If the encoding bitrate is higher than what the channel capacity, e.g. during congestion, then the buffering delay will increase considerably and will have a major impact on the video frame delay.

Fwd transmission delay: The time needed for transmitting the video packets. In this analysis, it is assumed that the cell is loaded to the capacity limit when congestion hits the session. This means that:
· Before the congestion occurs, the channel capacity is exactly the same as the video bitrate, e.g. if video is encoded with 1 Mbps then the channel capacity is also 1 Mbps. This furthermore also means that video frames are generated with a 50 ms interval and that it takes 50 ms to transmit one video frame (regardless of the size of the video packet).

· When there is congestion then the transmission delay increases with the ratio between the video bitrate and the channel capacity. For example, if video is encoded at 1 Mbps with 20 Hz frame rate, i.e. 50 ms interval, and if the channel capacity is 0.5 Mbps, then it takes 100 ms to send one video frame.

Long transmission times, caused by an encoding bitrate that is larger than the channel capacity, are one of the main sources that contribute to long video frame delays.
In reality, large video frames would be segmented into multiple RTP packets to avoid exceeding the Maximum Transfer Unit (MTU). This effect is not considered in this method.

In reality, the channel capacity will also vary over time. This means that the transmission delay for single video frames will also vary, which causes jitter. Since this method focuses on the average behavior then the jitter is not considered in this method.
RX buf delay (fwd): Video packets are stored in the receiver buffer until they can be assembled to a complete video frame and sent to the decoder. A video rate adaptation function may uses reception information from individual RTP packets and may therefore react on partial video frames. This method is however based on complete video frames, which means that the RX buf delay (fwd) can be set to 0.
Decoding delay: This is the processing time for decoding one video frame. This delay may vary with the video and may therefore add a varying amount of delay to the video frame delay. The delay and delay variations caused by the decoding is therefore not considered in this method.

Rendering delay: This is the delay from decoding the video frame until rendering it on the screen. This delay adds to the end-to-end delay but is assumed to be constant and not impacted by the adaptation and is therefore not considered further in this method.
Detection delay, initial adaptation: The time from the congestion occurred until it was detected by the receiver. The detection delay will be different for different methods. For example, if ECN is used then the detection delay may be as short as ~0 ms. If congestion is instead detected by measuring packet losses, packet delays or delay jitter, then it will likely take a few hundred ms to trigger the adaptation. Different detection delays, from 0 ms up to 200 ms, are analyzed in this evaluation.

Detection delay, subsequent adaptations: The detection delay for subsequent adaptations may very well be different from the initial adaptation. This is because it takes some time for the previous rate request to have some impact on the encoded bitrate and until the receiver detects that the bitrate has been changed. Because of the shared channel it may take additional time until the media has “stabilized”. It may happen that the channel capacity has changed during this adaptation and settling time, which may lead to further rate requests. But under normal conditions this should limit the TMMBR frequency. This simplified analysis focuses on what happens after the initial adaptation and the effect of subsequent adaptations is therefore not considered.
RTCP scheduling delay: Delay caused by the RTCP transmission rules. This method assumes that AVPF is used. The modified RTCP transmission rules in the RTP/AVPF profile allows for sending one AVPF feedback messages without waiting the normal RTCP transmission interval. However, after sending one immediate or early feedback message then the next RTCP message must be a compound RTCP message and must follow the normal transmission rules. This may impact the delay for subsequent RTCP messages. Since this analysis focuses on what happens after the initial adaptation then it is assumed that the TMMBR message is sent immediately when needed and the delay for subsequent RTCP messages is therefore ignored.

TX buf delay (bwd): Same as TX buf delay (fwd) but for the backwards (feedback) channel. In this evaluation it is assumed that the backwards channel is not congested so that this delay can be ignored.

Bwd transmission delay: Same as Fwd transmission delay. Since it is assumed that there is no congestion in the backwards channel then the Bwd transmission delay is set to a fixed value, 50 ms. This delay value is chosen only to show that the bwd transmission delay will have an impact on the video frame delay. In reality, this delay might vary with varying load in the feedback channel although this effect is not considered in this method.
RX buf delay (bwd): Same as Rx buf delay (fwd) but for the backwards channel. For signaling, the RTCP packet should be small enough so that it can be included in one single IP packet. This means that the information can be extracted from the RTCP packet as soon as it arrives and immediately sent to the Rate control function. This means that the RX buf delay (bwd) can be set to 0.

Rate control: This function controls how the bitrate is changed in the video encoder when a rate request is received. Different methods are compared:

· Single step bitrate change with different delays from 0 ms up to 1000 ms, [1]. These variants are included mainly for reference.

· Linearly decreasing bitrate change with different slopes where the bitrate is reduced with the same amount for every frame, [2]. Different slopes are tested in the range from 25 kbps bitrate reduction per frame up to 100 kbps bitrate reduction per frame.

The table below gives an overview of whether the different transmission components are included in the media chain, in the adaptation loop or in both.
Table 1. Overview of transmission components and their location.
	Transmission component
	Included only in the media chain
	Included only in the adaptation loop
	Included in both the media chain and in the adaptation loop

	Capturing delay
	X
	
	

	Encoding delay
	
	
	X

	TX buf delay (fwd)
	
	
	X

	Fwd transmission delay
	
	
	X

	RX buf delay (fwd)
	
	
	X

	Decoding delay
	X
	
	

	Rendering delay
	X
	
	

	Detection delay, initial adaptation
	
	X
	

	Detection delay, subsequent adaptations
	
	X
	

	RTCP scheduling delay
	
	X
	

	TX buf delay (bwd)
	
	X
	

	Bwd transmission delay
	
	X
	

	RX buf delay (bwd)
	
	X
	

	Rate control
	
	X
	


3 Methodology for determining requirements
3.1 Basic methodology
The methodology used for determining requirements on various transmission components can be summarized in the following steps:

1. Determine “Maximum Allowed Additional Media Delay” and “Maximum Allowed Outage Period”.
2. Select one transmission component:

a. Use optimal settings for all other transmission components

b. Determine the settings for the tested transmission component that gives:

i. an Additional Media Delay that does not exceed the Maximum Allowed Additional Media Delay; and:

ii. An Outage Period that does not exceed the Maximum Allowed Outage Period.

3. Repeat step 2 for each transmission component.
It should be noted that this methodology can be used to derive minimum but not necessarily sufficient requirements. This is because the transmission components are analyzed one at a time. Subsequent steps can be added to analyze what effect several transmission components together can have on the video frame delay, and thereby what requirements that needs to be established for each component. This however makes the analysis quite more complicated and is therefore not done in this analysis.
3.2 Deriving Maximum Allowed Additional Media Delay and Maximum Allowed Outage Period
The Maximum Allowed Additional Media Delay and the Maximum Allowed Outage Period are derived from the service requirements and from the normal media delay, see figure below.

[image: image2]
Figure 2. Conceptual figure of how media delay increases during congestion and adaptation periods and then decreases during the recovery period.
In the beginning, the media delay is normal since there is no congestion. When congestion occurs, the sender can only send the video frames at a reduced rate which means that the sender buffer will buffer up some video frames. How fast the video frames are buffered up depends on the difference between the encoder bitrate and the channel throughput.

After a while, the receiver detects that the video frames are not received at the normal bitrate and concludes that there is congestion in the path. It therefor sends a TMMBR message back to the sender requesting that the bitrate is reduced. It is here assumed that the receiver has correctly estimated the bitrate that the channel allows.

The feedback message is however delayed since it takes some time to send the message over the backwards channel. During this time, the sender continues to encode video frames at a too high rate which means that they encoded frames will be buffered up in the transmitted.

In this description, the sender receives the TMMBR message and then starts to gradually reduce the encoding bitrate. The bitrate is reduced to a rate which is a little below the requested bitrate to immediately start the recovery phase. It should be noted that the amount of buffered data, and thereby the media delay, continues to increase as long as the encoding bitrate is higher than the channel capacity.

The bitrate stays below the requested bitrate as long as the end-to-end delay is longer than it should normally be. This is the delay recovery period. When the media delay has been reduced back to the normal delay then the delay recovery period ends and the encoder increases the bitrate to the rate that was requested with TMMBR.
As shown in the figure above, the Additional Media Delay is the part of the media delay that exceeds the Normal Delay and how it varies over time. The Maximum Allowed Additional Media Delay is then the difference between the Maximum Allowed Media Delay and the Normal Delay. The Maximum Allowed Media Delay is derived from the service requirements on end-to-end delay (400ms, see Section 3.3).
It is more problematic to determine the Normal Delay because it will vary with what access type that is used, including if multiple access are used, how they are configured, if other delays occur in clients or networks than what has been covered in Section 2, etc. This means that it is problematic to determine the Maximum Allowed Additional Media Delay and different companies may very well have different opinions on how long it should be. In this analysis, and for simplicity, the Maximum Allowed Additional Media Delay is assumed to be 200 ms.
The figure above also shows that an Outage period is declared when the media delay exceeds the Maximum Allowed Media Delay. The Maximum Allowed Outage Period is derived from the service requirement on information loss (1%, see Section 3.3) together with the normal call duration (2 minutes) that is used in capacity evaluations. This means that the Maximum Allowed Outage Period becomes 1.2 seconds.
3.3 Service requirements

The service requirements from TS 22.105 are shown in the table below. The requirements for video are highlighted. The end-to-end (one-way) delay is especially interesting for this analysis.
Table 2. Service requirements from TS 22.105.
	Medium
	Application
	Degree of symmetry
	Data rate
	Key performance parameters and target values

	
	
	
	
	End-to-end One-way

Delay
	Delay

Variation within a call
	Information loss

	Audio


	Conversational voice


	Two-way
	4-25 kb/s
	<150 msec

preferred

<400 msec limit Note 1
	< 1 msec 
	< 3% FER 

	Video


	Videophone
	Two-way
	32-384 kb/s
	< 150 msec preferred

<400 msec limit

Lip-synch : < 100 msec 
	
	< 1% FER 



	Data 


	Telemetry

- two-way control
	Two-way
	<28.8 kb/s
	< 250 msec 
	N.A
	Zero

	Data
	realtime games
	Two-way
	< 60 kb/s

Note 2
	< 75 msec preferred
	N.A
	< 3% FER preferred,

< 5% FER limit

Note 2

	Data
	Telnet
	Two-way

(asymmetric)
	< 1 KB
	< 250 msec 
	N.A
	Zero


The requirement on end-to-end delay “<150ms preferred, <400ms limit” gives guidance on how fast the adaptation needs to work. If the normal end-to-end delay is known, i.e. when there is no congestion, then this can be used to derive how much additional delay that is acceptable for the video frames. 
3.4 Impact on media delay
The table below summarizes the transmission components together with a judgment on whether it has any impact on the media delay and what type of effect.
Table 3. Transmission components and impact on media delay.
	Transmission component
	No impact
	Before adaptation
	During adaptation
	After adaptation

	Capturing delay
	X
	
	
	

	Encoding delay
	
	Constant1
	Constant1
	Constant1

	TX buf delay (fwd)
	
	Varying
	Varying
	Varying

	Fwd transmission delay
	
	Varying
	Varying
	Varying

	RX buf delay (fwd)
	X1
	
	
	

	Decoding delay
	X1
	
	
	

	Presentation delay
	X
	
	
	

	Detection delay, initial adaptation
	
	Constant2
	
	

	Detection delay, subsequent adaptations
	
	
	
	Constant2

	RTCP scheduling delay
	X3
	
	
	

	TX buf delay (bwd)
	X3
	
	
	

	Bwd transmission delay
	
	Constant3
	
	

	RX buf delay (bwd)
	X
	
	
	

	Rate control
	
	
	Varying
	Varying


1 This is a simplification
2 Different detection methods may have different impact on the media delay, but each detection method is assumed to have the same impact no matter when it is triggered
3 Assumes no congestion in feedback channel
The transmission components that have no impact on the media delay are not considered further in this analysis.
4 Analysis

The analysis included below shows how the method described in Section 3 can be used to derive minimum requirements on the different transmission components.

4.1 Analysis parameters
	Parameter
	Value
	Comments

	Encoding bitrate [kbps]
	Normal: 1000

When adapting: Varies
	Bitrate variations are not considered in this evaluation, this is why the analysis is representative for “an average UE in the average case”

	Max channel capacity [kbps]
	1000
	No congestion

	Min channel capacity [kbps]
	500
	During congestion

	Delay recovery bitrate reduction [kbps]
	0, 
100, 200
	Default value
Other tested values

	Frame rate [Hz]
	20
	

	Frame interval [s]
	0.050
	

	Media transmission delay, without congestion [s]
	0.050
	Cannot be longer than frame interval to fulfill real-time requirements

	Media transmission delay, with congestion [s]
	0.050 * encoding_bitrate / channel_bitrate
	Different values are tested

	Signaling delay [s]
	0.050
	Default value

	Congestion detection delay [s]
	0

0.100, 0.200
	Optimal value
Other tested values

	Rate switching delay in encoder
	Step, 0 ms
Step, 0.5, 1.0 s
Slope
	Optimal value
Other tested values, for reference
-25, -50, -75, -100 kbps/frame


4.2 Satisfaction parameters
	Parameter
	Value
	Comments

	Maximum Allowed Additional Media Delay [ms]
	200
	

	Maximum Allowed Outage period [s]
	1.2
	1% out of 2 minutes


4.3 Analysis: No adaptation

First, the Additional Media Delay is analyzed in case the clients do not adapt to congestion. The figures below show how the amount of buffered data and the additional media delay increases when the encoder continues to encode at 1 Mbps even if the channel capacity is reduced to 0.5 Mbps.
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Figure 3. Encoder bitrate and channel capacity.
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Figure 4. Amount of buffered data and resulting additional media delay.
As can be seen in the figures, the Additional Media Delay increases and rapidly reaches quite long delays. Since the channel capacity is half of the encoding bitrate then the end-to-end delay increases with 1 second for every 2 seconds. This means that the end-to-end delay will rapidly impact the conversational quality.
4.4 Analysis of transmission components that add a fixed delay

As can be seen in Table 3, some transmission components add a constant delay to the adaptation loop. These transmission components are:
· Detection delay, initial adaptation, different values tested below, 0, 100, 200 ms
· Bwd transmission delay, assumed to be 50 ms
The encoding delay is also included in the adaptation loop, but since it is included also in the media chain then the encoding delay is already included in the Normal Delay. The encoding delay is therefore not included in this analysis.
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Figure 5. Encoded bitrate and channel capacity, detection delay = 0ms.
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Figure 6. Buffered data and Additional media delay, detection delay = 0 ms.
[image: image7.png]Buffered data [bytes]

30000

25000

20000

15000

10000

5000

Buffered data and Additional media delay

—

0,0

T T
o o
~

N .

1,01

T
)
~

0,5

Time [s]

4,5

50

1,000
0,900
0,800
0,700
0,600
0,500
0,400
0,300
0,200
0,100
0,000

Additional delay [s]

——Buffered data

= Additional media delay





Figure 7. Buffered data and Additional media delay, detection delay = 100 ms.
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Figure 8. Buffered data and Additional media delay, detection delay = 200 ms.
As can be seen in these figures, the amount of buffered data and the corresponding additional media delay increases rapidly with increasing detection delay.
4.5 Analysis of rate adaptation method
In this analysis, the Additional Media Delay is analyzed for the following rate adaptation methods:
· Single step bitrate change, different delays are analyzed, 0, 500 and 1000 ms

· Linearly decreasing bitrate, different slopes are analyzed, 25 kbps/frame, 50 kbps/frame, 75 kbps/frame, 100 kbps/frame

In all these cases, the detection delay is set to 0 ms.
First a couple of figures are included for reference that show the Additional Media Delay when the single step bitrate change is used with different delays.
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Figure 9. Encoded bitrate and channel capacity, single-step bitrate adaptation with 0 ms delay. When longer delays are used then the bitrate change is delayed correspondingly.
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Figure 10. Buffered data and Additional Media Delay, single step bitrate change, delay = 0 ms.
[image: image11.png]Buffered data [bytes]

100000
90000
80000
70000
60000
50000
40000
30000
20000
10000

0

Buffered data and Additional media delay

Q m o w9
S ~

Time [s]

2,000
1,800
1,600
1,400
1,200
1,000
0,800
0,600
0,400
0,200
0,000

Additional delay [s]

——Buffered data

= Additional media delay





Figure 11. Buffered data and Additional Media Delay, single step bitrate change, delay = 500 ms.
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Figure 12. Buffered data and Additional Media Delay, single step bitrate change, delay = 1000 ms.
As already discussed in [1], the amount of buffered data and the additional media delay increases rapidly with increasing bitrate changing delay.
Next, the Additional Media Delay is analyzed when linear decreasing bitrate is used.
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Figure 13. Encoded bitrate and channel capacity, linearly reducing bitrate with 25 kbps/frame, 20 frames to reduce the rate from 1 Mbps to 0.5 Mbps.
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Figure 14. Buffered data and Additional Media Delay, linearly reducing bitrate with 25 kbps/frame, 20 frames (=1 second) to reduce the rate from 1 Mbps to 0.5 Mbps.
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Figure 15. Buffered data and Additional Media Delay, linearly reducing bitrate with 50 kbps/frame, 10 frames (=0.5 seconds) to reduce the rate from 1 Mbps to 0.5 Mbps.
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Figure 16. Buffered data and Additional Media Delay, linearly reducing bitrate with 75 kbps/frame, 7 frames (=0.35 seconds) to reduce the rate from 1 Mbps to 0.5 Mbps.
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Figure 17. Buffered data and Additional Media Delay, linearly reducing bitrate with 100 kbps/frame, 5 frames (=0.25 seconds) to reduce the rate from 1 Mbps to 0.5 Mbps.
These figures show that the amount of buffered data and the corresponding additional media delay is reduced compared to the case when the bitrate change is performed in one step with delay. However, the additional media delay is still quite long. The amount of buffered data is also still quite large which will mean that a long recover period will be needed.
4.6 Realistic examples
Finally, a few examples are included that shows how the Additional Media Delay may vary when several transmission components are not set to their optimal configurations. In this case, the following configuration applies:
· Detection time: 200 ms

· Linearly decreasing bitrate after congestion has been detected, 25 kbps/frame

· Recovery period with bitrate 40% below the channel capacity
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Figure 18. Encoded bitrate and channel capacity for this example, 20 frames to reduce the bitrate from 1 Mbps to 0.5 Mbps. An additional 8 frames are needed to reduce the bitrate to 0.3 Mbps. The recovery period is about 2 seconds long.
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Figure 19. Buffered data and Additional Media Delay for this example.
As can be seen in the above figure, the Additional Media Delay becomes very long for a long period of time. If the Maximum Acceptable Additional Media Delay is set to 200 ms then the Outage period becomes almost 3 seconds long.
In the below example, the following configuration applies:

· Detection time: 100 ms

· Linearly decreasing bitrate after congestion has been detected, 50 kbps/frame

· Recovery period with bitrate 40% below the channel capacity
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Figure 20. Encoded bitrate and channel capacity for this example, 10 frames to reduce the bitrate from 1 Mbps to 0.5 Mbps. An additional 4 frames are needed to reduce the bitrate to 0.3 Mbps. The recovery period is about 1 seconds long.
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Figure 21. Buffered data and Additional Media Delay for this example.
In this case, the Outage Period becomes 1.25 seconds long, which is very close to meeting the requirements defined in Section 4.2.
5 Discussion
This contribution has described an analytical method for how requirements on the transmission components that impact the bitrate adaptation can be derived. The method uses the service requirements to estimate two parameters, the Maximum Allowed Additional Media Delay and the Maximum Allowed Outage Period, which are then used to judge if the adaptation is good enough or not.
The method is also used to derive requirements on several transmission functions. It should be noted that these requirements are minimum but possibly not sufficient requirements and that further analysis is needed to determine if tougher requirements are needed.

The adaptation performance obviously depends on multiple factors, but a common observation is that when congestion occurs then the adaptation needs to react fast and need to reduce the rate rapidly. This is needed to avoid buffering up too much data in the sender and to avoid too long media delay. Furthermore, the adaptation should also have a recovery period where the encoded bitrate is significantly lower than the channel capacity. This is needed to limit the outage period when the media delay is too long.
There are still some factors that have not been included in this method. The most obvious one is that the method does not consider the bitrate variations that occur in video codecs. Another obvious factor that has not been considered is how the channel capacity may vary over time.
This analysis has also been performed for the case when the channel capacity is reduced from 1 Mbps to 0.5 Mbps, i.e. 50% reduced capacity. Other variants should also be tested before finalizing the requirements.
It has also been assumed that the receiver can estimate the channel capacity quite correctly. This area requires further studies.
6 Proposal

Use the proposed method to derive requirements on the transmission components that impact the bitrate adaptation and the media delay during the adaptation phase.
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