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1 Discussion
This contribution includes the description of a few use cases that the source proposes to consider for the TR Study on Improved end-to-end QoS handling, [1].
These use cases included here are to a large degree based on the discussion in [2]. The following template is used for the use case description when the bearer setup is analyzed:

[image: image1]
When other bandwidth properties are analyzed thin this will likely require a different template.

It is also proposed to add a section (here numbered as section 6.0 but the sections should be renumbered) that describes properties that are common for all use cases, for example that:

· When setting up the bearers for the UEs then some bandwidth has to be allocated for RTCP but this is not considered in this study since it would only scale the QoS parameters with a constant value, either by adding 5% or by adding a fixed bitrate.

· ROHC should be used in real life, which will reduce the bandwidth between the UE and the eNodeB, but this is not considered in this study since it is not known on the application level if ROHC is used or not. ROHC is therefore not considered when setting b=AS, nor when analyzing the SDPs in the AF.

2 Proposal

Approve the text to be included in the TR Study on Improved end-to-end QoS negotiation.

3 References

[1] S4-131099, “TR 26.9de Study on Improved end-to-end QoS handling”.
[2] S4-130424, “Issues and requirements for end-to-end QoS handling”.
6.0
Common for all use cases

Editor’s note: The sub-sections should be renumbered.
The use cases and the gap analysis do not consider the following:
· RTCP bandwidth since this would either scale the bandwidths with a fixed factor, e.g. 5%, or would add a fixed offset, e.g. 2 kbps.

· ROHC usage since ROHC is only used between the UE and the eNodeB and the usage is not known on the application layer and therefore does not change the bandwidth values.
6.1
Use case A: Single fixed-rate codec
6.1.1
General description
Alice and Bob are setting up a voice-only session. Both UEs support only the A-law PCM (64 kbps) codec. Both UEs use 20 ms frame lengths and encapsulate only 1 frame in each packet. Alice sends the SDP offer and Bob sends the SDP answer as shown below.
	SDP offer

	m=audio 46000 RTP/AVP 8
b=AS:88

a=rtpmap:8 PCMA/8000/1

a=ptime:20

a=maxptime:20

	SDP answer

	m=audio 46002 RTP/AVP 8
b=AS:88

a=rtpmap:8 PCMA/8000/1

a=ptime:20

a=maxptime:20


For the media handling in the UEs, the SDP offer/answer negotiation means:
· UE-A (Alice) wants to receive 88 kbps (64 kbps for the PCM encoding of the media + 24 kbps for IPv6/UDP/RTP overhead).

· UE-A will send 88 kbps.

· UE-B (Bob) wants to receive 88 kbps.

· UE-B will send 88 kbps.

· Rate adaptation is not possible.

· It is not possible to adapt the packetization because:

· The bandwidth is limited to 88 kbps. Given that the codec needs 64 kbps this means that the IP/UDP/RTP overhead can be no more than 24 kbps, which corresponds to max 50 packets per second. This means that the packetization must be at least 20 ms.

· However, the ‘maxptime’ parameter limits the packetizaiton to max 20 ms per packet.

· Hence the only option is to use exactly 20 ms per packet.

For the Application Functions, the SDP offer/answer negotiation gives the following session information:
· In IMS-A:

· UE-A max send rate is 88 kbps.

· UE-A min send rate is 88 kbps.

· UE-A max receive rate is 88 kbps.
· UE-A min receive rate is 88 kbps.
· In IMS-B:

· UE-B max send rate is 88 kbps.

· UE-B min send rate is 88 kbps.

· UE-B max receive rate is 88 kbps

· UE-B min receive rate is 88 kbps

The PCRFs then determine the following QoS parameters:
	Direction
	Parameter
	Rate
	Parameter
	Rate

	A->B
	MBR-ULA
	88 kbps
	MBR-DLB
	88 kbps

	
	GBR-ULA
	88 kbps
	GBR-DLB
	88 kbps

	B->A
	MBR-DLA
	88 kbps
	MBR-ULB 
	88 kbps

	
	GBR-DLA
	88 kbps
	GBR-ULB 
	88 kbps


6.1.2
Gap analysis

Comparing the UEs send rates with the QoS parameters gives:
	Direction
	Media rate
	QoS parameters A
	QoS parameters B
	Gap

	A->B
	88 kbps
	MBR-ULA=88 kbps

GBR-ULA=88 kbps
	MBR-DLB=88 kbps

GBR-DLB=88 kbps
	None, bearers optimally allocated

	B->A
	88 kbps
	MBR-DLA=88 kbps

GBR-DLA=88 kbps
	MBR-ULB=88 kbps

GBR-ULB=88 kbps
	None, bearers optimally allocated


In this case, no issues are found.
6.2
Use case B: Multiple fixed-rate codecs with different encoding rate

6.2.1
General description

Alice and Bob are setting up a voice-only session. Both UEs support 3 different codecs, A-law PCM (64 kbps), my-law PCM (64 kbps) and G.729 (8 kbps). Alice sends the SDP offer as shown below which includes all three codecs. UE-B accepts only one codec. If UE-B accepts to use either A-law PCM or my-law PCM then this gives the same session and bearer setup as shown above for Use case A. This case is therefore not considered any further below. If UE-B accepts to use the G.729 codec then UE-B sends the SDP answer as shown below.

It should be noted that the G.729 codec has a 10 ms frame length.

	SDP offer

	m=audio 46000 RTP/AVP 8 0 18
b=AS:88

a=rtpmap:0 PCMU/8000/1

a=rtpmap:8 PCMA/8000/1
a=rtpmap:18 G729/8000/1
a=ptime:20

a=maxptime:80

	SDP answer

	m=audio 46002 RTP/AVP 18
b=AS:32
a=rtpmap:18 G729/8000/1

a=ptime:20

a=maxptime:80


For the media handling in the UEs, the SDP offer/answer negotiation means for the A->B direction:

· UE-A can send max 32 kbps because of the limitation to 32 kbps in the SPD answer.
· The media encoding needs 8 kbps which means that the IPv6/UDP/RTP overhead must be limited to max 24 kbps, which is achieved with 50 packets per second.
· The overhead can be reduced if the packet rate is reduced. This gives a few possible variants, for example (but not limited to):

· Send 2 non-redundant frames in each packet. This gives a packet rate of 50 packets per second and an IPv6/UDP/RTP overhead of 24 kbps and no room for redundant frames.
· Send 4 non-redundant frames in each packet. This gives a packet rate of 25 packets per second and an IPv6/UDP/RTP overhead of 12 kbps. This leaves 12 kbps for redundancy transmission (max 150% redundancy).

· The lowest possible bandwidth is achieved when sending 8 non-redundant frames in the packets. This reduces the IPv6/UDP/RTP overhead to 6 kbps and the total bandwidth becomes 14 kbps.

· This would leave 18 kbps that could be used for redundancy. However, the ‘maxptime’ parameter prevents adding redundant frames to the packet.
For the B->A direction there are more possibilities:
· UE-B can send 1 frame in the packet which gives 100 packets per second. Such packetization would give an IPv6/UDP/RTP overhead of 48 kbps and the total bitrate would be 56 kbps, assuming that no redundancy is used.
· UE-B could use the remaining 32 kbps for redundancy and send 1 original frame and 4 redundant frames in the packets, while still sending 100 packets per second. This means a maximum redundancy of 400%.
· If UE-B limits the packet rate to 50 packets per second then it could send up to 64 kbps media without exceeding the 88 kbps limit. However, since maxptime is 80 ms then this allows sending only 8 frames in the packet and 2 frames must be original frames. This leaves 6 redundant frames per packet and a redundancy level of 300%. This gives a maximum media bandwidth of 32 kbps, an IPv6/UDP/RTP overhead of 24 kbps and a total maximum bandwidth of 56 kbps.
· With a larger maxptime value then UE-B could use up to 700% redundancy without exceeding the 88 kbps limit while still keeping a packet rate of 50 packets per second, but that would require a maxptime value of 160 ms (2 non-redundant frames and 14 redundant frames, 10 ms each).

· With a maxptime set to 240 ms, as recommended in TS 26.114, then further variants are possible.

· The lowest bitrate that UE-B could achieve is when encapsulating 8 non-redundant frames in the packets. Such encapsulation would reduce the IPv6/UDP/RTP overhead to 6 kbps and the total bitrate would be 14 kbps.
All these possibilities mean that the Application Functions have many different options to consider when determining the session information parameters, but the two most probable options are likely:

· Option 1: Assume that the session will be asymmetric with max 32 kbps in the A->B direction and max 88 kbps in the B->A direction.

· Option 2: Assume that the session will be symmetric with max 32 kbps in both directions.

For the minimum bandwidth, the AFs could set this to anything from 14 kbps up to 32 kbps for A->B direction and anything from 14 kbps up to either 32 or 88 kbps for the B->A direction, depending on whether the AFs choose option 1 or option 2.
It should be noted that there is nothing in the SDPs that show how much redundancy the UEs are allowed to use or how much they plans to use. There is also no information about whether they plan to send 100 packets per second, 50 packets per second or something else. A client specification could introduce limitations on what the clients are allowed to do, for example how much redundancy that is allowed, but the AFs would then have to rely on other mechanisms like a feature tag, or similar, to determine which specification the UE follows (if any).
If both AFs choose option 1 then the PCRFs would set the QoS parameters to:

	Direction
	Parameter
	Rate
	Parameter
	Rate

	A->B
	MBR-ULA
	32 kbps
	MBR-DLB
	32 kbps

	
	GBR-ULA
	14-32 kbps
	GBR-DLB
	14-32 kbps

	B->A
	MBR-DLA
	88 kbps
	MBR-ULB 
	88 kbps

	
	GBR-DLA
	14-88 kbps
	GBR-ULB 
	14-88 kbps


If both AFs choose option 2 then the PCRFs would set the QoS parameters to:

	Direction
	Parameter
	Rate
	Parameter
	Rate

	A->B
	MBR-ULA
	32 kbps
	MBR-DLB
	32 kbps

	
	GBR-ULA
	14-32 kbps
	GBR-DLB
	14-32 kbps

	B->A
	MBR-DLA
	32 kbps
	MBR-ULB 
	32 kbps

	
	GBR-DLA
	14-32 kbps
	GBR-ULB 
	14-32 kbps


Another possibility is that the AF in IMS-A chooses option 1 while the AF in IMS-B chooses option 2. The respective PCRFs would set the QoS parameters to:
	Direction
	Parameter
	Rate
	Parameter
	Rate

	A->B
	MBR-ULA
	32 kbps
	MBR-DLB
	32 kbps

	
	GBR-ULA
	14-32 kbps
	GBR-DLB
	14-32 kbps

	B->A
	MBR-DLA
	88 kbps
	MBR-ULB 
	32 kbps

	
	GBR-DLA
	14-88 kbps
	GBR-ULB 
	14-32 kbps


Correspondingly, if the AF in IMS-A chooses option 2 and the AF in IMS-B chooses option 1 then the respective PCRFs would set the QoS parameters to:
	Direction
	Parameter
	Rate
	Parameter
	Rate

	A->B
	MBR-ULA
	32 kbps
	MBR-DLB
	32 kbps

	
	GBR-ULA
	14-32 kbps
	GBR-DLB
	14-32 kbps

	B->A
	MBR-DLA
	32 kbps
	MBR-ULB 
	88 kbps

	
	GBR-DLA
	14-32 kbps
	GBR-ULB 
	14-88 kbps


6.2.2
Gap analysis

6.2.2.1
Common

The media rate shown in the tables below is determined from the information in the SDPs. The case when the client uses also the QoS parameters for the UL bearer to limit the sending rate is commented below the tables, where needed.

6.2.2.2
IMS-A chooses Option 1; IMS-B chooses Option 1

Comparing the UEs send rates with the QoS parameters when both IMS networks set up bearers according to option 1 gives:

	Direction
	Media rate
	QoS parameters A
	QoS parameters B
	Gap

	A->B
50 packets/sec
	14-32 kbps
	MBR-ULA=32 kbps

GBR-ULA=14-32 kbps
	MBR-DLB=32 kbps

GBR-DLB=14-32 kbps
	IMS-A: Optimal

IMS-B: Optimal

	B->A
50 packets/sec

No redundancy
	14-32 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Over-allocation
IMS-B: Over-allocation

	B->A
100 packets/sec

No redundancy
	14-56 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Over-allocation

IMS-B: Over-allocation

	B->A
50 packets/sec

Up to 300% redundancy
	14-56 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Over-allocation

IMS-B: Over-allocation

	B->A
100 packets/sec

Up to 400% redundancy
	14-88 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Optimal
IMS-B: Optimal


Knowledge about the QoS parameters for the bearers does not solve the over-allocation.
6.2.2.3
IMS-A chooses Option 2; IMS-B chooses Option 2

Comparing the UEs send rates with the QoS parameters when both IMS networks set up bearers according to option 2 gives:

	Direction
	Media rate
	QoS parameters A
	QoS parameters B
	Gap

	A->B
50 packets/sec
	14-32 kbps
	MBR-ULA=32 kbps

GBR-ULA=14-32 kbps
	MBR-DLB=32 kbps

GBR-DLB=14-32 kbps
	IMS-A: Optimal

IMS-B: Optimal

	B->A
50 packets/sec

No redundancy
	14-32 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Optimal

IMS-B: Optimal

	B->A
100 packets/sec

No redundancy
	14-56 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Optimal

IMS-B: Under-allocation

	B->A
50 packets/sec

Up to 300% redundancy
	14-56 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Optimal

IMS-B: Under-allocation

	B->A
100 packets/sec

Up to 400% redundancy
	14-88 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Optimal

IMS-B: Under-allocation


Knowledge about the QoS parameters for the bearers could solve the under-allocation.

6.2.2.4
IMS-A chooses Option 1; IMS-B chooses Option 2

Comparing the UEs send rates with the QoS parameters when IMS-A set up bearers according to option 1 and IMS-B set up bearers according to option 2 gives:

	Direction
	Media rate
	QoS parameters A
	QoS parameters B
	Gap

	A->B
50 packets/sec
	14-32 kbps
	MBR-ULA=32 kbps

GBR-ULA=14-32 kbps
	MBR-DLB=32 kbps

GBR-DLB=14-32 kbps
	IMS-A: Optimal

IMS-B: Optimal

	B->A
50 packets/sec

No redundancy
	14-32 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Over-allocation
IMS-B: Optimal

	B->A
100 packets/sec

No redundancy
	14-56 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Over-allocation
IMS-B: Under-allocation

	B->A
50 packets/sec

Up to 300% redundancy
	14-56 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Over-allocation
IMS-B: Under-allocation

	B->A
100 packets/sec

Up to 400% redundancy
	14-88 kbps
	MBR-DLA=88 kbps

GBR-DLA=14-88 kbps
	MBR-ULB=32 kbps

GBR-ULB=14-32 kbps
	IMS-A: Over-allocation
IMS-B: Under-allocation


If the VoIP client in UE-B knows the QoS parameters for the bearer then this would solve the problem with under-allocation in IMS-B. However, it would not solve the problem with over-allocation in IMS-A since UE-B does not have any knowledge about the QoS parameters for UE-A.

6.2.2.5
IMS-A chooses Option 2; IMS-B chooses Option 1

Comparing the UEs send rates with the QoS parameters when IMS-A set up bearers according to option 2 and IMS-B set up bearers according to option 1 gives:

	Direction
	Media rate
	QoS parameters A
	QoS parameters B
	Gap

	A->B
50 packets/sec
	14-32 kbps
	MBR-ULA=32 kbps

GBR-ULA=14-32 kbps
	MBR-DLB=32 kbps

GBR-DLB=14-32 kbps
	IMS-A: Optimal
IMS-B: Optimal

	B->A
50 packets/sec

No redundancy
	14-32 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Optimal
IMS-B: Over-allocation

	B->A
100 packets/sec

No redundancy
	14-56 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Under-allocation

IMS-B  Over-allocation

	B->A
50 packets/sec

Up to 300% redundancy
	14-56 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Under-allocation

IMS-B: Over-allocation

	B->A
100 packets/sec

Up to 400% redundancy
	14-88 kbps
	MBR-DLA=32 kbps

GBR-DLA=14-32 kbps
	MBR-ULB=88 kbps

GBR-ULB=14-88 kbps
	IMS-A: Under-allocation

IMS-B: Optimal


If the VoIP client in UE-B knows the QoS parameters for the bearer then this does not solve the problem with under-allocation in IMS-A since UE-B has no knowledge about the QoS parameters for UE-A. The problem with over-allocation in IMS-B could however be solved.

6.2.2.6
Root-cause analysis

The use case description shows that when the SDP offer includes multiple codecs with different bitrates and when one of the lower-rate codecs is chosen for the session then this gives an ambiguity regarding how high bitrate UE-B is allowed to send. The root cause for this is the reason that the SDP offer only includes one single bandwidth value, which must be set to support the offered codec which requires the highest bandwidth.
There is no information in the SDP offer that limits how much redundancy UE-B may use. In addition, there is no information in the SDP answer about whether UE-B plans to use the excessive bandwidth for redundancy, and how much.

6.x	Use case X: <one-line description>


6.x.1	General description


A high-level description of the purpose with the session is given, this also includes other relevant background information such as what codecs that are supported


The SDP offer/answer is described


The SDP offer/answer is analyzed from a UE perspective to determine what it means for the media


The SDP offer/answer is analyzed from an AF perspective to determine the session information


The session information is then used to determine the relevant QoS parameters for the bearer setup


Other comments are added where needed.


6.x.2	Gap analysis


The media rate is compared with the QoS parameters (MBR/GBR, UL/DL) for the bearers and for the UEs


It is judged whether the bearer setup is optimal or if over-allocation or under-allocation has occurred


If an issue is found then a root cause for the problem is included


Other comments are added where needed








