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1 Introduction
This contribution describes an issue with the current bandwidth negotiation, using b=AS, that the source has discovered for the case when new codecs are introduced and when one would like to negotiate different bandwidths for different codecs. This has already been briefly addressed in [2] but only for the currently available codecs. This contribution addresses the bandwidth negotiation problem by also reviewing the session setup when EVS is included for speech sessions or when H.265 is included for video.
The source proposes that this discuss this in the improved end-to-end QoS handling objective within the E2EMTSI work item, [1].
2 Improved codecs
There are a few main reasons for introducing new codecs in a system:

1. To enable a new services or a new service variants. For example, one of the interesting properties with the EVS codec, [3], is that it will support super-wideband speech, possibly also full-band speech and possibly also stereo. These service variants are not possible with the codecs that are currently available in 3GPP (AMR and AMR-WB).
2. To be able to deliver a better quality at the same bitrate. This was, for example, the case when the GSM-FR codec was replaced by the GSM-EFR codec.
3. To reduce the bitrate while maintaining the same quality level. This seems to be the main motivation for introducing H.265/HEVC.
4. It is, of course, also possible to combine 2 and 3 and use some portion of the improved coding gain to deliver better quality while still reducing the bitrate.
A visualization of 2-4 is shown in the figure below. The figure does not show any bitrates because whether the bitrate is low or high bitrate depends on the service and what device that is being used, for example the screen size.
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Figure 1.
Example of how the improved encoding performance of a new codec can be used.
2.1 EVS codec
It is a target to finalize the work on the EVS codec within Release 12, [4]. It foreseen that the new codec will also be introduced in TS 26.114 within the same time frame.

One of the important characteristics of the EVS codec is that it supports much higher bitrates than the currently used AMR and AMR-WB codecs, see the table below.

Table 1.
Bitrates and bandwidths for different codecs and for different combinations of IPv4/IPv6 and 1 frame per packet. The bandwidth values are rounded to the next higher integer value. The values for the EVS codec are preliminary estimates based on [5].
	Codec
	Highest codec bitrate
[kbps]
	IPv4 bandwidth
[kbps]
	IPv6 bandwidth
[kbps]

	AMR
	12.2
	29
	37

	AMR-WB
	23.85
	40
	49

	EVS
	>=128
	>=144
	>=152


Since one can only specify one single bandwidth value in SDP with the b=AS bandwidth modifier then the value must be set to the maximum of the bandwidths of all offered codecs. 
An example SDP offer for EVS, AMR-WB and AMR is shown below where the AS bandwidth is set to 152 kbps.

Table 2.
Example SDP offer for EVS, AMR-WB and AMR for IPv6. Only the attributes that are most important for the current discussion are shown.
	SDP offer from UE-A

	m=audio 49152 RTP/AVP 101 97 98 99 100

b=AS:152
a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=rtpmap:98 AMR-WB/16000/1

a=fmtp:98 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:99 AMR/8000/1

a=fmtp:99 mode-change-capability=2; max-red=220

a=rtpmap:100 AMR/8000/1

a=fmtp:100 mode-change-capability=2; max-red=220; octet-align=1

a=rtpmap:101 EVS/48000/1

a=fmtp:101 <additional parameters>
a=ptime:20

a=maxptime:240


When the network allows for using EVS, with this bandwidth, then the terminating UE (UE-B) will receive the SDP offer as shown above.
If UE-B accepts the offer for EVS, then it should send an SDP answer as shown below.
Table 3.
Example SDP offer for EVS for IPv6.
	SDP answer from UE-B

	m=audio 49154 RTP/AVP 101
b=AS:152

a=rtpmap:101 EVS/48000/1

a=fmtp:101 <additional parameters>
a=ptime:20

a=maxptime:240


However, if UE-B does not support the EVS codec then it will likely accept to use either AMR or AMR-WB. The corresponding SDP answers are shown below:
Table 4.
Example SDP offer for AMR for IPv6.
	SDP answer from UE-B

	m=audio 49154 RTP/AVP 99
b=AS:37
a=rtpmap:99 AMR/8000/1

a=fmtp: mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


Table 5.
Example SDP offer for AMR-WB for IPv6.
	SDP answer from UE-B

	m=audio 49154 RTP/AVP 97
b=AS:49
a=rtpmap:97 AMR-WB/16000/1

a=fmtp:97 mode-change-capability=2; max-red=220

a=ptime:20

a=maxptime:240


The correct bearer setup for the case when UE-B accepts using EVS at 152 kbps is:

· 152 kbps (+RTCP bandwidth) for direction A(B.
· 152 kbps (+RTCP bandwidth) for direction B(A.
The correct bearer setup for the case when UE-B accepts using AMR-WB is:

· 49 kbps (+RTCP bandwidth) for direction A(B.
· 152 kbps (+RTCP bandwidth) for direction B(A.
The correct bearer setup for the case when UE-B accepts using AMR is:

· 37 kbps (+RTCP bandwidth) for direction A(B.
· 152 kbps (+RTCP bandwidth) for direction B(A.
It should be noted here that there is nothing in the SDPs that could be used to distinguish between:

A. UE-A wants to set up a symmetric session, regardless of codec.

B. UE-A wants to set up an asymmetric session.

Hence, both the answering UE and the resource allocation functions in the networks have to assume that UE-A wants to receive up to 152 kbps.
The problem with this is, of course, that bearers (DL in Network-A and UL in Network-B) are over-allocated in case of A.
2.2 H.265 codec
At the SA4#74 meeting it was discussed that the recently developed and standardized H.265 codec gives significant improvements over H.264. It was, for example, shown in [6] that the same quality can be achieved at about 50% lower bitrate.
The improved codec can also here be used to provide better quality (case 2), lower bitrate (case 3) or both (case 4). How the H.265 codec will be used is for the future the show, but the following assumptions seem reasonable:
· If the service is currently set up for using a relatively low bitrate (relative to the used display size), then it is also delivering a relatively low quality, and then it seems likely to assume that the improved codec will be used to increase the quality (case 2).

· But if the service is currently set up with a relatively high bitrate, then it seems likely to assume that the improved codec will be used to reduce the bitrate (case 3).

However, similar to what is described in Section 2.1 for speech, there is nothing in the SDP that the answerer or the network(s) can use to determine between these cases, or whether the offerer wants to use the improved codec in some other way.
3 Directions
Another issue with the current bandwidth negotiation is that it can only define one single value which also only applies to one direction. For ‘sendrecv’ sessions, the b=AS bandwidth defines the desired maximum bandwidth only for the receiving direction. This means that it is not possible for a client to specify the desired maximum bandwidth for the sending direction. Hence, when UE-B sends the SDP answer then the bandwidth is set only based on what UE-B is capable of receiving or wants to receive.

If UE-A wants to send media with a lower maximum bandwidth, for the selected codec, then UE-B has no knowledge of that and cannot take that into account. This means that the bearers in the A(B direction will sometimes be over-allocated.

For optimal bearer setup for the A(B direction, UE-B should set the b=AS value (UE-B’s maximum receive bandwidth) to the lower of UE-B’s maximum receive rate and UE-A’s maximum send rate. However, this is impossible with current b=AS bandwidth identifier since it only allows for including one single value.
4 Discussion and proposal
It should be clear from this discussion that the current bandwidth modifier b=AS has severe limitations that will lead to bearer over-allocation in some or even may cases when one try to set up sessions for a new and improved codec. For example:
· For speech, a fall-back to AMR or AMR-WB may result in clients that send a lot of redundancy frames. Alternatively, it may also happen that the clients do not use the whole bandwidth that has been allocated.
· For video, using the improved H.265 codec may lead to improved quality instead of reduced bitrate and reduced network load.

In either case, the result is that the session and the bearer allocation are set up in an incorrect or at least an unintended way. It should be clear that new “tools” are needed to solve the discussed issues.
The issues discussed in this contribution for the b=AS bandwidth modifier also applies to the b=TIAS bandwidth modifier, [7]. Hence, using b=TIAS would make no difference. 
The source therefore proposes to use this discussion to define requirements for a new and enhanced bandwidth mechanism that can be used to negotiate different bandwidths for different RTP Payload Types and for different directions.
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