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1 Introduction
This provides a summary of the results when applying the Evaluation Framework [1] to the APTO-ARR feedback signalling mechanism proposed in [2].  The required plot and log data are provided in documents [3] [4] [5] [6].
2 Required Results

To recap, following is a list of the results required from [1].
2.1 Media Handling Performance
1. Plot of end-to-end packet delays experienced by each of the video packets.  Packets that are dropped by the uplink or downlink buffer will be marked with an end-to-end delay of -50ms.  The Y-axis is the transport delay for the video packets.  The X-axis is the time of transmission for each packet.  The plot shall only use disconnected points for illustrating the end-to-end delay.

2. CDF of the end-to-end video packet delays for packets received, including on time and late packets.  We also included dropped packets in the CDF after marking them with an end-to-end delay of -50ms.
3. Log capturing the size of each video packet (including all headers), its corresponding transmission time at the encoder, and its corresponding reception time at the receiver.  If a packet is dropped in the uplink or downlink buffer, its reception time at the receiver shall be set to -50ms.

4. Average bit rate (including all headers) and standard deviation transmitted by the sender over the entire link scenario.

5. Average bit rate received (including all headers) by the receiver by the 400ms end-to-end video transmission deadline.  This is calculated over the entire link scenario.
6. Bad packet rate, which is the ratio of all the packets that are not received in time for the video transmission deadline to the total number of packets sent by the encoder.  The bad packets include those dropped by the uplink or downlink buffers as well as those that arrive late at the receiver.

7. Logs of IP packets dropped at the uplink and downlink buffers.

Statistics taken over the link simulation durations shall be calculated over all the packets generated by the encoder during the 300 second simulation.

2.2 Feedback Overhead
1. Plot of inter-transmission times between feedback messages from the receiver to sender and sender to receiver.

2. Average over the entire simulation run of the inter-transmission times between feedback messages from the receiver to sender and sender to receiver.   

3. Average feedback bit rate (including uncompressed IPv4 RTP/UDP/IP headers) over the entire link scenario simulation (one rate value for each direction)

4. Log of feedback messages from the sender to receiver and receiver to sender specifying the message values, message sizes, and transmission times.

Statistics taken over the link simulation durations shall be calculated over all the packets generated by the sender and receiver during the 300 second simulation.

3 Calculated Results
This section provides the required metrics values.
	Link
	Avg Goodput
	Bad Packet Rate
	Avg Encoder Rate
	Std. Dev Enc Rate
	Drop Data Rate
	Late Data Rate
	Avg RTCP Interval
	Avg RTCP Data Rate

	Scenario
	(kbps)
	(%)
	(kbps)
	(kbps)
	(kbps)
	(kbps)
	(ms)
	(bps)

	1
	122.71
	4.45
	128.06
	72.52
	3.22
	2.09
	407.98
	862.40

	2
	127.23
	4.69
	132.62
	65.09
	2.49
	2.86
	414.36
	849.49

	3
	118.99
	4.20
	123.18
	60.34
	2.04
	2.11
	422.38
	833.07

	4
	44.35
	6.08
	47.87
	17.65
	2.00
	2.49
	414.90
	848.32

	5
	123.71
	3.78
	128.50
	68.12
	2.67
	2.08
	408.74
	861.23

	6
	112.91
	3.06
	117.06
	70.10
	4.70
	0.00
	411.01
	856.53

	7
	107.87
	3.35
	111.25
	61.10
	5.02
	0.00
	423.15
	831.89

	8
	89.06
	5.19
	93.06
	49.00
	6.73
	0.00
	421.74
	834.24

	9
	23.55
	5.07
	24.77
	12.18
	2.46
	0.00
	426.16
	826.03

	10
	108.85
	3.93
	112.83
	63.14
	5.59
	0.00
	415.92
	845.97

	11
	138.80
	4.27
	145.94
	93.47
	3.99
	3.10
	418.62
	840.11

	12
	127.30
	4.76
	134.18
	82.00
	3.65
	3.18
	416.61
	843.63

	13
	122.71
	4.36
	127.41
	66.37
	2.35
	2.29
	417.84
	842.45

	14
	44.35
	6.08
	47.87
	17.65
	2.00
	2.49
	414.90
	848.32

	15
	134.33
	6.08
	143.38
	90.53
	3.64
	5.65
	414.05
	850.67

	16
	124.03
	3.61
	128.71
	78.96
	6.50
	0.00
	420.45
	837.76

	17
	116.31
	3.76
	120.56
	72.00
	6.27
	0.00
	423.19
	831.89

	18
	85.40
	4.83
	89.17
	49.77
	6.28
	0.00
	428.47
	821.33

	19
	23.55
	5.07
	24.77
	12.18
	2.46
	0.00
	426.16
	826.03

	20
	115.94
	4.26
	120.47
	78.34
	6.75
	0.00
	424.90
	828.37


Table 1 Avg goodput = 100.6, Avg bad packet rate = 4.54%
4 Plot Results
The required plots are provided in contributions [3] and [4] in the subdirectories for each link scenario.  Table 2 lists the filenames for each required plot.

	Filename
	Description of Plot

	Media_LS__*.bmp


	End-to-end Delay of each packet, Encoder Rate, UL/DL throughput, APTO, ARR, drop packets

	CDF_D_LS__*.bmp


	CDF of packet end-to-end delay

	FBint_LS__*.bmp


	Interval between APTO-ARR feedback messages


Table 2  File names for the required plots

All these plots have not been included in this document because it makes the file size too large.  A few representative plots are included below.
4.1 Link Scenario 3

Link Scenario 3 is an interesting case because the media path is limited by the uplink and downlink throughput at different times.
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Figure 1  LS 3: DL/UL Throughput, Encoder Rate, Frame Delay, ARR, APTO, Dropped Packets
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Figure 2 LS 3: CDF of End-to-end frame/packet delay
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Figure 3  LS 3: Interval between APTO-ARR transmissions
4.2 Link Scenario 8

Link Scenario 8 is also an interesting case because the media path is limited by the uplink and downlink throughput at different times.  It also illustrates the difference in performance with Link Scenario 3 when the uplink and downlink drop timers are set to 80ms vs. 200ms.
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Figure 4  LS 8: DL/UL Throughput, Encoder Rate, Frame Delay, ARR, APTO, Dropped Packets
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Figure 5  LS 8: CDF of End-to-end frame/packet delay
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Figure 6  LS 8: Interval between APTO-ARR transmissions

5 Log Results

The logs of the results are provided in tab delimited text files that can be loaded into Excel or Matlab for viewing and processing.  The files for each Link Scenario are included in the subdirectory for that Link Scenario in contributions [3] and [4].  Following is a description of the log files.
5.1 Video_packet_log.txt

Video_packet_log.txt contains the following columns of data for each video packet:

	Column
	1
	2
	3
	4

	Data
	Frame transmit time

(ms)
	Frame arrival time

(ms)
	E2E frame delay

(ms)
	Video packet size including overhead (octets)


5.2 UL_drop_packet_log.txt

UL_drop_packet_log.txt contains the following columns of data for each packet dropped at the uplink:

	Column
	1
	2
	3

	Data
	Frame number for the dropped the packet


	Time the packet was dropped

(ms)
	Size of the dropped packet

(octets)


If no packets are dropped at the uplink then the UL_drop_packet_log.txt file is not available in the directory for that link scenario.

5.3 DL_drop_packet_log.txt

DL_drop_packet_log.txt contains the following columns of data for each packet dropped at the downlink:

	Column
	1
	2
	3

	Data
	Frame number for the dropped the packet


	Time the packet was dropped

(ms)
	Size of the dropped packet

(octets)


If no packets are dropped at the downlink then the DL_drop_packet_log.txt file is not available in the directory for that link scenario.

5.4 APTOARR_log.txt

APTOARR_log.txt contains the following columns of data for each APTO-ARR APP packet sent from the video receiver to the video sender:

	Column
	1
	2
	3

	Data
	Time APTO-ARR APP packet was sent

(ms)


	Value of APTO sent

(ms)
	Value of ARR sent

(bps)


The message size for the APTO-ARR APP packet as a non-compound RTCP packet is 44 octets including the RTP/UDP/IP overhead (28 octets for UDP/IP overhead + 16 bits for the APTO-ARR RTCP APP packet).
6 Analysis

6.1 Drop timer settings

The 80ms setting of the drop timers is too short for the end-to-end delay target of 400ms.  As a result, packets are being dropped too early.  This can be seen by the fact that no packets arrive at the receiver late in link scenarios 6-10 and 16-20.  This is a poor setting of the drop timers as the network is dropping packets that the receiver could actually use for playback.  For a video stream this is exceptionally problematic because the dropped packets disrupt to decoding sequence at the receiver which can causes error propagation beyond the dropped packet.

6.2 Up Link Adaptation

The uplink variations are quite abrupt and can not be predicted by the sender or receiver. Without any direct feedback to the video sender about the uplink conditions, the encoder has to wait until it receives end-to-end feedback from the receiver to react to any uplink congestion.

Since the end-to-end reaction time is slow, the sender will usually have to drop the first set of packets whenever uplink congestion occurs.  This results in poor reception quality which can not be directly mitigated by end-to-end feedback. This problem is very pronounced when the uplink drop timers are also set very short (80ms).

The next section demonstrates how end-to-end APTO-ARR feedback can be used in collaboration with direct uplink feedback to greatly improve the performance of the MTSI video service.

7 Direct Uplink Rate Adaptation Enabled

It was decided in SA4 that the interfaces that provide uplink information to the sender’s rate adaptation module (interfaces 8 and 10 in Figure 7) were not to be considered for the first phase of the evaluation.  These additional interfaces were to be considered in a second phase if necessary.  
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Figure 7  Architecture of Evaluation Platform
This section provides results of using APTO-ARR feedback with a sender rate adaptation module that can make use of the uplink throughput information across interface 10.  In these simulations the use of the uplink throughput information is very simple: the encoder uses the smaller of following for its transmission rate:
1. The uplink throughput when the encoder starts encoding the video frame (i.e., used one frame interval earlier than the frame transmission time).
2. The rate value calculated from the end-to-end APTO-ARR APP packet
This illustrates how much the performance of the service can be improved when employing such a feature.

7.1 Calculated Results

This section provides the required metrics values.
	Link
	Avg Goodput
	Bad Packet Rate
	Avg Encoder Rate
	Std. Dev Enc Rate
	Drop Data Rate
	Late Data Rate
	Avg RTCP Interval
	Avg RTCP Data Rate

	Scenario
	(kbps)
	(%)
	(kbps)
	(kbps)
	(kbps)
	(kbps)
	(ms)
	(bps)

	1
	153.12
	1.13
	154.11
	52.71
	0.03
	0.91
	405.77
	867.09

	2
	149.47
	1.29
	150.63
	51.79
	0.10
	1.02
	417.42
	843.63

	3
	136.10
	2.04
	138.54
	48.47
	0.17
	2.27
	423.31
	831.89

	4
	45.20
	5.35
	48.46
	16.87
	1.91
	2.29
	417.11
	843.63

	5
	144.93
	1.24
	146.05
	53.64
	0.12
	0.96
	409.93
	858.88

	6
	140.13
	2.52
	142.74
	56.51
	3.50
	0.00
	412.07
	854.19

	7
	120.35
	3.62
	123.75
	54.02
	5.55
	0.00
	420.86
	836.59

	8
	97.86
	5.00
	101.46
	44.63
	6.63
	0.00
	422.51
	833.07

	9
	23.60
	5.07
	24.83
	12.20
	2.46
	0.00
	427.82
	822.51

	10
	126.17
	3.60
	129.28
	58.36
	5.02
	0.00
	417.93
	842.45

	11
	180.86
	2.67
	186.26
	89.34
	0.36
	5.04
	417.57
	842.45

	12
	162.76
	3.35
	169.25
	72.52
	1.60
	5.52
	418.69
	840.11

	13
	136.60
	3.39
	142.48
	57.26
	1.47
	5.07
	421.66
	834.24

	14
	45.20
	5.35
	48.46
	16.87
	1.91
	2.29
	417.11
	843.63

	15
	171.29
	3.08
	176.25
	95.62
	1.75
	3.90
	418.33
	841.28

	16
	138.76
	3.69
	142.75
	71.66
	6.48
	0.00
	420.64
	836.59

	17
	126.95
	3.86
	130.67
	63.17
	6.06
	0.00
	422.78
	833.07

	18
	97.34
	4.68
	100.73
	42.35
	6.31
	0.00
	427.42
	823.68

	19
	23.60
	5.07
	24.83
	12.20
	2.46
	0.00
	427.82
	822.51

	20
	130.00
	4.31
	134.14
	73.06
	6.95
	0.00
	419.59
	838.93


Table 3 Avg goodput = 117.51, Avg bad packet rate = 3.52%

7.2 Plot Results

The required plots are provided in contributions [5] and [6] in the subdirectories for each link scenario.  The filenames for the plots are the same as described in Table 2
All these plots have not been included in this document because it makes the file size too large.  A few representative plots are included below.

7.2.1 Link Scenario 3

Link Scenario 3 is an interesting case because the media path is limited by the uplink and downlink throughput at different times.
[image: image8.png]Rate (kbps), time (ms)

LS: 3, Max Vid Rate= 192kbps, Drop time= 200ms, Target percentile= 90%

200
0

DL throughput (kbps)
UL throughput (kbps)
——— ARR (kbps)
———APTO (is)
encoder rate (kbps)
* Frame E2E delay (ms)(50=dropped)
© dropped @ UL
* dropped @ DL

100 150 200
Time (sec): Goodput= 13Bkbps, Bad pkt rate=204%, Mean Enc rate= 139kbps, Drop data rateD.166kbps, Late data rate=2 27kbps

300




Figure 8 LS 3: DL/UL Throughput, Encoder Rate, Frame Delay, ARR, APTO, Dropped Packets
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Figure 9 LS 3: CDF of End-to-end frame/packet delay
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Figure 10  LS 3: Interval between APTO-ARR transmissions

7.2.2 Link Scenario 8

Link Scenario 8 is also an interesting case because the media path is limited by the uplink and downlink throughput at different times.  It also illustrates the difference in performance with Link Scenario 3 when the uplink and downlink drop timers are set to 80ms vs. 200ms.
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Figure 11  LS 8: DL/UL Throughput, Encoder Rate, Frame Delay, ARR, APTO, Dropped Packets
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Figure 12  LS 8: CDF of End-to-end frame/packet delay
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Figure 13  LS 8: Interval between APTO-ARR transmissions

7.3 Log Results

The logs of the results are provided in tab delimited text files that can be loaded into Excel or Matlab for viewing and processing.  The files for each Link Scenario are included in the subdirectory for that Link Scenario in contributions [5] and [6].  The log files have the same format as those described in clause 5 of this document.

7.4 Analysis

Even with a very simple scheme, the use of uplink feedback information at the sender can greatly improve the performance of the service.  The average “Goodput” across all the link scenarios increased by 17% while decreasing the average bad packet rate from 4.54% to 3.52%.  As the plot shows, the uplink adaptation greatly reduces the number of dropped packets on the uplink without requiring feedback from the receiver.
8 Conclusion

This contribution provides the results of using the APTO-ARR APP packet for MTSI video dynamic rate adaptation signalling in the agreed Evaluation Framework.  The contribution also provides results when a simple uplink rate adaptation mechanism is also used in conjunction with the end-to-end APTO-ARR APP packet.  

These results should be considered when choosing which rate adaptation signalling mechanism to use for MTSI Video Dynamic Rate Adaptation.
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