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1 Introduction
This contribution provides recommendations on how the video sender should use the parameters in the APTO-ARR message to determine the adaptation of its encoder rate.
2 Background
Rate adaptation is used to enable the video sender to match its transmission to the rate supported by the transmission path to the receiver.  Whenever the encoder rate exceeds the supported transmission rate, the path will start to accumulate backlogged (congested) packets in the network.  If this problem is not corrected, the network will eventually drop packets, causing severe degradation to the video decoding sequence.
When the video sender receives an indication that the video receiver is requesting adaptation, the sender should adapt its transmission to achieve the following objectives:

1. Eliminate excess delays/congestion in the transmission path to the receiver
2. Then continue transmission at a rate that does not cause any more congestion while maintaining as good video quality as sustainable by the transmission path, i.e., transmit at the highest sustainable rate provided by the transmission path.

Attempting to achieve only one of these objectives provides poor results as described below:  

1. Immediately transmitting at the highest sustainable rate of the system will not eliminate any current backlogs in the transmission path.  This will not remedy the receiver’s condition that caused it to make the adaptation request.  Packets will continue to arrive late at the receiver and/or be dropped in the network.
2. After eliminating any backlog of congested packets, transmitting at a rate lower than supported by the transmission path provides lower video quality due to underutilization of the link resources.

Figure 1 illustrates the rate trajectory that should be followed to achieve these two objectives.
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Figure 1  Illustration of rate trajectory in reaction to congestion feedback

The APTO-ARR message provides two pieces of information necessary for the sender to achieve the above objectives:

1. The APTO parameter indicates how much delay the congestion/backlog is causing at the receiver.  This gives an indication of how much delay/backlog needs to be eliminated so that the video decoder is able to operate in a satisfactory manner.

2. The ARR parameter gives an estimate of the current supported rate of the system under congested conditions.  This also provides an estimate of the future sustainable rate of the system.

The next sections describe how these parameters are recommended to be used by the encoder to calculate the necessary rate trajectory illustrated in Figure 1.

3 Fluid Congestion Modelling
A fluid bucket model in Figure 2 is used to model all in-flight and queued packets along the path from the encoder at the video sender to reception at the video receiver (i.e., the receiver’s video de-jitter buffer).  Transmission path congestion can happen at the uplink TX buffer of the sender, in the queue at the downlink scheduler, or intermediate hops/routers along the transmission path.  Packets are drained from the bucket by packets received at the receiver or packets dropped along intermediate nodes/links in the transmission path.  Backlogged/congested packets and link transmission delays cause reception delays at the video receiver.
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Figure 2  Fluid packet model for in-flight and queued packets from video encoder to video de-jitter buffer at the receiver
4 Ramping Rate Down when APTO > 0
When the APTO value is positive it indicates that video packets are arriving at the video receiver later than the receiver requires and the encoder should decrease its transmission rate.  Under this condition where congestion needs to be removed from the system the fluid packet model can be illustrated as in Figure 3.  
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Figure 3 Fluid packet model for removing congestion
From Figure 3 it can be seen that the amount of “backlogged data” that needs to be removed from the system can be calculated as the product of the drain rate of the bucket and the amount of delay that needs to be removed.  The delay that needs to be removed is exactly the APTO value.  
The drain rate to the receiver is the ARR value.  In this model the encoder attempts to set its input rate into the bucket low enough to allow the congested packets to drain out of the bucket quickly through their reception at the video de-jitter buffer.  The encoder does not rely on dropped packets in the network to remove the congested packets.  This packet dropping causes severe errors in the video decoding sequence and should be avoided. Therefore the ARR value serves as an indication of the drain rate of the bucket/system.

The video sender lowers its rate to remove APTO x ARR bits of congested data from the leaky bucket.  Once this data is removed the video sender can send at the sustainable rate of the system, which is estimated by the most recent ARR value.
How aggressively a sender decides to decongest the transmission path can depend on the type of service and implementation.  As illustrated in Figure 4, if T_decongest is the amount of time the encoder wants to spending decongesting the transmission path and R_decongest is the rate of the encoder during the congestion period, then the number of bits to be decongested would be:
Amount of data that will be decongested = (ARR - R_decongest) x T_decongest
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Figure 4  Selection of T_decongest and R_decongest to remove congested bits 
Based on the APTO-ARR report from the receiver, the encoder determines that the number of bits requiring decongestion to be APTO x ARR.  Equating these two provides the following recommended calculation:

R_decongest = ARR * (1 – APTO/T_decongest)

Recommended T_decongest of 400/800ms??.
5 Ramping Rate Up APTO < 0
When the APTO value is negative it indicates that video packets are arriving at the video receiver earlier than the receiver requires.  This is an indication to the encoder that it can increase its transmission rate and improve its video transmission quality without causing unwanted delays at the receiver.  Under this condition where more data can be sent through the transmission path the fluid packet model can be illustrated as in Figure 5.  
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Figure 5 Fluid packet model for increasing data transmission
From Figure 5 it can be seen that the amount of “insertable data” that could be introduced to the transmission path can be calculated as the product of the drain rate of the bucket and the amount of delay margin that is tolerable at the receiver (delay_to_adjust).  The tolerable margin of delay at the receiver is exactly the absolute value of the APTO value (since APTO <0).
For estimating the drain rate of the system when congestion is easing it was found that the current transmission rate of the encoder (R_encoder) served as a better estimator.  This was because the ARR value tends to spike up quickly when the congestion eases due to the transmission prioritization of queued packets by time-sensitive schedulers.  The resulting ARR value can provide an over-estimate of the sustainable rate of the network.  

The period of time over which this “insertable data” can be inserted into the transmission time is again controlled by the sender implementation and can depend on the service being provided.  If T_rampUP is the amount of time over which the encoder is to increase its transmission rate then it can be shown that:
R_transmission = (Previous value of R_transmission) x ( 1 + APTO/T_rampUP)

The value of T_rampUP should be set long enough to avoid rapid increases in rate that would cause congestion and force a rate reduction soon afterwards. 
400ms for now but need to use longer.
6 Conclusion

This contribution provides recommendations on how to use the APTO-ARR parameters at the encoder to provide robust rate adaptation.  This serves as the basis for the recommended encoder procedures in the updated CR [1].
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