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1 Introduction

As part of the MTSI Video Dynamic Video Rate Adaptation Work Plan SA4 agreed that it would develop a common evaluation framework to objectively evaluate proposed adaptation protocols.  This document describes the evaluation framework based on the operating conditions identified in [1].

2 Usage

This evaluation framework has been developed to provide a common platform on which to aid in comparing different dynamic video rate adaptation proposals.  Proponents are required to use the framework if there is more than one rate adaptation mechanism proposal being considered by SA4.  

In an attempt to develop an easily implement-able and consistent common evaluation framework, some of the more realistic conditions such as true system-level simulations and full codec implementations have been removed and replaced with simplified models.  While not required, providing results with more realistic system-level simulations and full codec implementations is greatly encouraged to provide a more thorough analysis of a candidate proposal.

3 Evaluation Phases

The first phase of the evaluation framework will provide initial results to guide the evaluation of rate adaptation proposals.  Unless stated otherwise, all procedures in this document are part of the first phase.

A second phase of the evaluation framework will be used only if the results of the first phase are inconclusive.  Details of the second phase are still to be determined.

4 Evaluation Platform Architecture

The architecture for the evaluation platform is illustrated in Figure 1.
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Figure 1 Architecture of Evaluation Platform
4.1 Overview of Data Flow Through the Interfaces
The transmitter rate adaptation module uses the rate adaptation feedback from the receiver over interface 6 and video encoder information over interface 9 to determine the target_encoding_rate and sends this to the video encoder module across interface 7.  The first phase evaluation results shall not make use of interfaces 8 and 10 in Figure 1 (i.e., the uplink throughput and uplink buffer occupancy).  Interfaces 8 and 10 shall be used for the second phase of the evaluation.

The video encoder model then produces encoded video packets which are input to the network simulator at interface 2.  

The network simulator determines the transport delays of the individual video packets.  These are then output through interface 4, to the receiver module
The receiver rate adaptation module processes the received packets from interface 4 to provide the rate adaptation feedback messages to the network simulator through interface 5.  The network simulator delivers the feedback messages to the rate adaptation module at interface 6.
[Editor’s Note: the text above has been agreed but is not necessarily complete (more may be added).  All the changes in the text below are still to be discussed]
----------------------------------------------------------------------------------------------------------------------------------------------------

· 
5 Network Simulator Model

This section describes the model used by the network simulator to determine the transport delays experienced by the voice and video packets.

5.1 Call Scenarios

Mobile-to-mobile MTSI video calls are simulated by concatenating uplink and downlink packet delay models in each direction of transmission. 
Mobile-to-land and Mobile-to-3G-324M Gateway calls can be simulated by using uplink and downlink packet delay models in each direction.  However, since the mobile-to-mobile scenario above captures cascaded-transport path dynamics which includes that of the mobile-to-land/gateway it is not necessary to simulate these additional scenarios separately.  An end-to-end rate adaptation mechanism that works for the mobile-to-mobile case will work for the mobile-to-land/gateway scenario since it is a simpler adaptation problem.

5.2 Radio Link Variation
The link level simulation data to be used for this model is based on the throughput information provided by RAN1.

5.2.1 Downlink

The downlink CQI from link-level simulations and the target FER for the flow will determine the size of the link layer SDU that can be transmitted when the UE is scheduled an assignment.

The link simulations used to determine the CQI values will include mobility, time-varying shadowing, and abrupt changes in path loss to simulate “entering and leaving an elevator.”
The link layer SDU traces to be used for the downlink are contained in [3] and indicate the number of octets that can be transmitted if the UE is scheduled a DL assignment at a particular time instant.  The Evaluation Framework shall use the set of downlink throughput traces in the link scenarios as specified in Table 2.


5.2.2 Uplink

The throughput on the uplink will be determined by simulating the UE transmitting at maximum UL power through a link-level simulation of the uplink.  This allows the simulation to capture the effects of UE power-headroom limitations on the uplink which is the most prominent UL condition that must be rate-adapted to.

The link-level simulations will include mobility, time-varying shadowing, and abrupt changes in path loss to simulate “entering and leaving an elevator.”

The link layer SDU traces to be used for the uplink are contained in [3] and indicate the number of octets that can be transmitted if the UE is scheduled a UL assignment at a particular time instant.  The Evaluation Framework shall use the set of uplink throughput traces in the link scenarios as specified in Table 2.
5.3 Cell Loading Variation 

5.3.1 Downlink

The variation in cell loading due to UE’s handing off between cells and UE’s starting and ending MTSI video sessions in the cell is simulated by varying the number of users being served by the downlink scheduler.  The three different downlink loading scenarios used in the evaluation are listed in Table 1.
	Downlink Loading Scenario
	File of Scheduling Opportunities
	Description

	1
	Sched_mask_1.txt
	The system starts with serving 30 users in the cell then gradually increase the number until 60 users are being served.  The number of users being served then gradually decreases back to 30 users.  This is illustrated in Figure 2 and Figure 3.


	2
	Sched_mask_2.txt
	The system serves a fixed number of 45 users for the entire simulation.

	3
	Sched_mask_3.txt
	The system serves 30 users for the first 30 seconds then serves 60 users for the remainder of the simulation.


Table 1 Downlink Loading Scenarios
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Figure 2 Loading Variation used for Downlink in Sched_mask_1.txt
A standard round-robin algorithm will be used to keep the downlink scheduler simple.  Each user in the cell will be scheduled to use the downlink channel for equal time and at regular intervals.  Users that do not use their scheduled assignment will lose their transmission opportunity and will have to wait until their next regular turn.  

As the number of users in the cell changes the interval between scheduled assignments to a particular user will change proportionally.

This behaviour shall be realized with the attached masks of scheduling opportunities (Sched_mask_1.txt, Sched_mask_2.txt, Sched_mask_3.txt) that is applied on the downlink SDU throughput traces as specified in Table 2.  Each value in the trace indicates a time (in ms) at which the downlink throughput can be assigned to the user if there is data to send to it.  Figure 3 illustrates a graph of the scheduling opportunities listed in the Sched_mask_1.txt mask.
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Figure 3 Scheduling Opportunities Mask for Downlink in Sched_mask_1.txt
5.3.2 Uplink

Due to the complexities of simulating an uplink scheduler, the uplink cell loading variation will not be simulated.  The UE is modelled as being able to transmit on the uplink at every millisecond as specified in the Uplink Throughput traces.
Table 2 illustrates how the combination of uplink conditions, downlink conditions, and scheduling opportunities for the video media transmission path and the feedback signalling path are used to construct the different link scenarios over which the rate adaptation proposals are to be evaluated.  The evaluation focuses on transmission of video media in one direction only and feedback signalling in the opposite direction.  Further details on how these throughput and scheduling opportunity files are used in the evaluation are specified in clause 6.3.
	Link Scenario #
	Video Media
	Feedback Signalling

	
	Uplink Throughput
	Downlink Throughput
	Downlink Scheduling Opportunities
	Uplink Throughput
	Downlink Throughput
	Downlink Scheduling Opportunities

	1

	UL_excellent_1
.txt
	DL_excellent_1
.txt
	Sched_mask_1
.txt
	UL_excellent_2.txt
	DL_excellent_2
.txt
	Sched_mask_2
.txt

	2

	UL_poor_1
.txt
	DL_poor_1
.txt
	Sched_mask_1
.txt
	UL_poor_2
.txt
	DL_poor_2
.txt
	Sched_mask_3
.txt

	3

	UL_good_1
.txt
	DL_fair_1
.txt
	Sched_mask_1
.txt
	UL_fair_2
.txt
	DL_food_2
.txt
	Sched_mask_1
.txt

	4

	UL_fair_1
.txt
	DL_good_1.
txt
	Sched_mask_3
.txt
	UL_good_2
.txt
	DL_fair_2
.txt
	Sched_mask_1
.txt

	5

	UL_elevator_1
.txt
	DL_good_1
.txt
	Sched_mask_3
.txt
	UL_good_2
.txt
	DL_elevatort_2
.txt
	Sched_mask_1
.txt

	6

	UL_good_1
.txt
	DL_eleavtor_1
.txt
	Sched_mask_2
.txt
	UL_elevator_2
.txt
	DL_good_2
.txt
	Sched_mask_3
.txt


Table 2  Link Scenarios for Evaluation Framework
5.4 Multi-flow QoS Treatment
The multi-flow QoS treatment for this evaluation framework assumes the following modelling:

· Models the voice packets as being transported on a separate and higher priority PDP Context than the video traffic
.
· Models the RTCP feedback signalling for the video flow as being transported in the same PDP Context as the video traffic.

This translates into the following procedures in implementing the evaluation framework:

1. 
2. 
3. 



· For the video media transmission direction, modelling the first set of link throughput and downlink loading models described in clauses 5.2 and 5.3 as applying exclusively to the transport of video packets.

·  For the RTCP feedback direction, modelling the second set of link throughput and downlink loading models described in clauses 5.2 and 5.3 as applying exclusively to the transport of RTCP feedback signalling packets.

· Modelling the voice packets as being delivered within a fixed transport delay.

6 Operation of the Evaluation Platform

The evaluation platform does not have to operate in real-time as long as the encoders, network simulator, and receiver operate in lock-step.  This lock-step coordination is illustrated by the clock control lines between the network simulator and the other functions in Figure 1.

6.1 Video Flow

A common simplified video encoder model is used to demonstrate how the rate adaptation mechanism performs.  This common encoder model isolates the performance of the rate adaptation mechanism from implementation-dependent aspects of the encoder such as the rate control algorithm, error concealment, and other codec options/annexes.

The video encoder model produces video frames at a maximum rate of 15 fps, sending each video frame in a single or multiple packets depending on the size of the video frame.  The size of the video frame is calculated based on the target_encode _rate determined by the rate adaptation module and provided over interface 7.   The size of the entire video frame (including all RTP/UDP/IP overhead) is calculated as: 

Video frame size = target_encode_rate /(encoder_frame_rate * 8 bits/octets) octets

The packetization of the video frames shall not exceed a maximum of 500 octets per packet as specified in the following procedures:

· If the video frame size is 500 octets or less the video frame is sent as one video packet.

· If the video frame size exceeds 500 octets the video frame is fragmented into multiple packets such that all packets except the last one have 500 octets.

The resulting encoded video packets are input into the network simulator at interface 2.  

At the start of the simulation for each link scenario the target_encode_rate is initialized to 64kbps.

6.2 Speech Flow


The speech traffic is modelled as being transported through the network with a fixed transport delay of 255ms which is based on a core network delay of 240ms and average downlink scheduler voice delay of 15ms.

6.3 Packet Transport

6.3.1 Uplink

Upon receiving the video media (IP) packets from interface 1, the network simulator buffers the data until the next scheduled transmission opportunity for the UE.  Once the UE transmitting the video media is scheduled for transmission (based on the scheduling opportunities from clause 5.3.2), the network simulator determines the amount of payload it can transmit from the uplink throughput information (clause 5.2.2 and Table 2) and fills this with the video media traffic.
IP packets that are completely transmitted or packet fragments that complete a previous packet transmission are modelled to have been delivered at that scheduling opportunity when they were sent.  Any packets or fragments of packets that can not be transmitted at this scheduling opportunity remain in the uplink buffer for later transmission.
All fragments of an IP packet are received on the uplink by the eNode B before it forwards the IP packet onto the core network.  

6.3.2 Fixed Backhaul and Core Network Delay
After an entire IP packet is received on the uplink of the transmitting UE by the eNode B 240ms of delay is added before the packet is received at the buffer in the eNode B of the downlink to the receiving UE.  This fixed delay models the total delay across the core network between the eNodeB of the transmitting UE and the DL buffer in the eNode B of the receiving UE.
6.3.3 Downlink
When IP packets arrive at the DL buffer they are segmented into RLC PDUs.  All the RLC PDUs of a single IP packet are given the same time-stamp, i.e., the arrival time of the entire IP packet.

At the next available downlink scheduling opportunity (clause 5.3.1 and Table 2) for the receiving UE, the downlink scheduler determines the age of the next RLC PDUs at the head of the DL buffer and compares this against the drop time value of 160ms to perform the following:
1. If the RLC PDU is not stale (age is less than the drop time) the RLC PDU shall be transported across the downlink.  The amount of data to be transmitted is determined by the downlink throughput (clause 5.2.1 and Table 2) for that scheduling opportunity.  This transmitted data is delivered to the receiving UE through interface 4. 
2. Otherwise, the RLC PDU and the rest of the IP packet in the downlink scheduler shall be discarded.  Furthermore, the receiving UE shall discard any RLC PDUs of the same IP packet that may have been previously received. 
a.  If the downlink buffer contains subsequent IP packets after the discarded one, the scheduler repeats this procedure of analyzing the age of this packet to determine whether it can be transmitted at the current scheduling opportunity.

6.3.4 Transport of Feedback Signalling
When receiving RTCP feedback signalling packets across interface 5, the network simulator performs the same operations as described in clauses 6.3.1, 6.3.2, 6.3.3 in the reverse direction to determine if and when these feedback packets are delivered to the UE receiving the feedback at interface 6.
Furthermore, if RTCP signalling is required to be sent in the same direction of the video media transmission (e.g. ACKs to the feedback signalling) these packets are transported in the same manner as the video media packets with equal priority as the video.
6.4 Rate Adaptation Module Processing

When the rate adaptation module receives the feedback packet from interface 6 it can immediately use this to update its target_encode_rate calculations and communicate this to the video encoder model described in clause 6.1.  The proponents shall explain the operation of the rate adaptation module, i.e., how it uses the rate adaptation signalling to determine the target_encode_rate for the encoder.

6.5 Receiver Processing

The receiver processes the received media packets to 
1. determine what value to feedback to the 
2. 
3. 
sender rate adaptation module through interface 5.  The operation of the receiver adaptation module necessary to produce the feedback signalling values is left for the proponents to implement and clearly explain in their proposal.
6.5.1 



6.5.2 



7 Comparing Performance
To compare the performance of the different rate adaptation proposals the following criteria are used and are required from each of the proponents:

7.1 Media Handling Performance
1. Plot of end-to-end packet delays experienced by each of the video packets.  The Y-axis is the transport delay for the video packets.  The X-axis is the time of transmission for each packet.

2. The 90% percentile point of the video packet delays.

3. Log listing the size of each video packet, its corresponding transmission time at the encoder, and its corresponding reception time at the receiver.  This information can be used to derive the instantaneous data rate of packets arriving at the receiver at any time and in time for their proper playout.
4. Average bit rate and standard deviation transmitted by the sender over the entire 60 second session.
5. 
6. Log of the target_encode_rate values and time of their settings from the rate adaptation module seen at interface 7.
7. Log of IP packets dropped at the downlink buffers.
7.2 Feedback Overhead
1. Plot of inter-transmission times between rate control messages from the receiver and sender.  
· 

7.3 

1. 
2. 
8 
2. Log of rate control messages from the sender and receiver specifying the message values, message sizes, and transmission times.

8.1 e

To enable SA4 to confirm and evaluate the operation of the rate adaptation signalling mechanism the proponents are required to submit the following:

1. Explain how the receiver and/or sender calculate the signalled parameters used for dynamic video rate adaptation.

2. Explain how the rate adaptation module uses the signalled parameters to calculate the target_encode_rate for the video encoder model. 

9 Evaluation Metrics
9.1 Minimum Requirements for Evaluation
To select a candidate rate adaptation mechanism the following minimum criteria shall be used:

1. For each of the link condition scenarios (excellent, good, fair, poor, elevator), the minimum interval between successive rate adaptation messages shall be larger than the round-trip time (RTT) between the sender and receiver (ignoring additional delays required for the receiver to process statistics of the adapted video media).  This minimum RTCP limit shall be taken as 660ms based on the following calculations:

260ms average feedback path delay + 400ms video transmission delay

9.2 Evaluating Throughput Performance of the Candidate

The average received rate for the entire 60 second session shall be calculated for all the link condition scenarios.  To calculate the average received rate, a video packet is counted towards the average received rate if and only if,

1. The entire video (IP) packet is received at the receiver, i.e., no fragments have been dropped.

2. Its transport delay is less than the video transmission deadline of 400ms.

3. It arrives at the receiver within the 60 second session simulation time, i.e., packets arriving more than 60 seconds after the encoder first starts its transmission shall not be counted.
All other video packets are not included in the calculations.  

This should result in the following table of results (Table 3
) for all the candidate proposals that meet the minimum requirements:
	Link Scenario #
	Candidate A
	Candidate B
	Candidate C
	Mean Rate

	1
	Avg rate_A1
	Avg rate_B1
	Avg rate_C1
	Mean_Avg_Rate_1 = 

mean (Avg rate_A1, Avg rate_B1, Avg rate_C1)

	2
	Avg rate_A2
	Avg rate_B2
	Avg rate_C2
	Mean_Avg_Rate_2 = 

mean (Avg rate_A2, Avg rate_B2, Avg rate_C2)

	3
	Avg rate_A3
	Avg rate_B3
	Avg rate_C3
	Mean_Avg_Rate_3 = 

mean (Avg rate_A3, Avg rate_B3, Avg rate_C3)

	4
	Avg rate_A4
	Avg rate_B4
	Avg rate_C4
	Mean_Avg_Rate_4 = 

mean (Avg rate_A4, Avg rate_B4, Avg rate_C4)

	5
	Avg rate_A5
	Avg rate_B5
	Avg rate_C5
	Mean_Avg_Rate_5 = 

mean (Avg rate_A5, Avg rate_B5, Avg rate_C5)

	6
	Avg rate_A6
	Avg rate_B6
	Avg rate_C6
	Mean_Avg_Rate_6 = 

mean (Avg rate_A6, Avg rate_B6, Avg rate_C6)


Table 3 Average throughput results for candidates across all link scenarios 

To understand the relative performance of a candidate for each link scenario the percentage improvement in average received rate over the mean rate of the candidates shall be calculated as show in Table 4:

	Link Scenario #
	Candidate A
	Candidate B
	Candidate C

	1
	(Avg rate_A1 - Mean_Avg_Rate_1)/ Mean_Avg_Rate_1
	(Avg rate_B1 - Mean_Avg_Rate_1)/ Mean_Avg_Rate_1
	(Avg rate_C1 - Mean_Avg_Rate_1)/ Mean_Avg_Rate_1

	2
	(Avg rate_A2 - Mean_Avg_Rate_2)/ Mean_Avg_Rate_2
	(Avg rate_B2 - Mean_Avg_Rate_2)/ Mean_Avg_Rate_2
	(Avg rate_C2 - Mean_Avg_Rate_2)/ Mean_Avg_Rate_2

	3
	(Avg rate_A3 - Mean_Avg_Rate_3)/ Mean_Avg_Rate_3
	(Avg rate_B3 - Mean_Avg_Rate_3)/ Mean_Avg_Rate_3
	(Avg rate_C3 - Mean_Avg_Rate_3)/ Mean_Avg_Rate_3

	4
	(Avg rate_A4 - Mean_Avg_Rate_4)/ Mean_Avg_Rate_4
	(Avg rate_B4 - Mean_Avg_Rate_4)/ Mean_Avg_Rate_4
	(Avg rate_C4 - Mean_Avg_Rate_4)/ Mean_Avg_Rate_4

	5
	(Avg rate_A5 - Mean_Avg_Rate_5)/ Mean_Avg_Rate_5
	(Avg rate_B5 - Mean_Avg_Rate_5)/ Mean_Avg_Rate_5
	(Avg rate_C5 - Mean_Avg_Rate_5)/ Mean_Avg_Rate_5

	6
	(Avg rate_A6 - Mean_Avg_Rate_6)/ Mean_Avg_Rate_6
	(Avg rate_B6 - Mean_Avg_Rate_6)/ Mean_Avg_Rate_6
	(Avg rate_C6 - Mean_Avg_Rate_6)/ Mean_Avg_Rate_6

	TOTALS
	Sum of above
	Sum of above
	Sum of above


Table 4  Relative performance of average throughput for candidates across all link scenarios

The values in Table 4 shall be used to evaluate the performance of the candidate proposals and select an appropriate mechanism for dynamic video rate adaptation in MTSI Release 8.
9.3 Evaluating Impact of Feedback Signalling Loss
The impact of losing feedback signalling messages shall also be evaluated over the different link scenarios.  This shall be performed by dropping one in every 10 signalling messages (in both directions if adaptation signalling is bi-directional) and evaluating the performance over the link scenarios.  The proponents shall indicate where in the performance traces and logs the loss of signalling packets occur and explain the resulting behaviour of the adaptation mechanism.
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� Though not modeled in this document, there can be deployments where the voice and video packets are carried in the same PDP context.





�May also need to show usage of uplink information in algorithm
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