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1 Introduction

Contribution [2] discussed and demonstrated the value in performing dynamic video adaptation for MTSI video services.  In the S4#41 meeting there was general agreement that dynamic rate adaptation was useful for improving the performance of MTSI video services.

In support of this effort, this contribution proposes end-to-end feedback information needed to enable efficient video rate adaptation.

2 Background
2.1 Playout Time and De-Jitter Buffers

Having packets arrive in time for their scheduled playout is a key consideration for packet switched services where video packets experience variable transfer delays over the packet-switched network.  The HSPA system exploits the application’s ability to handle variable transfer delays to provide lower error rates and better system capacity.  Delivery of packets to a particular user can be delayed until the user is in better link or loading conditions. The system uses hybrid-ARQ mechanisms to reduce the error probability at the expense of variation in transfer delay.
In conversational services the receiver’s de-jitter buffer used to smoothen out the delay variations is kept small due to the tight end-to-end delay requirements.  Maintaining short amounts of data in the receiver buffers in HSPA systems where the delivery time of packets can vary over a large range requires well-designed adaptive de-jitter buffer algorithms.  To do this these algorithms adapt the playout of packets based on the arrival-delay statistics of the packets. This allows the receivers to adapt to the channel and system loading conditions as measured by the arrival statistics.
The MTSI video receiver manages the de-jitter buffer and playout times for both video and speech media.  The management of these playout times is based on the arrival statistics of the packets, different acceptable delay limits for the speech and video conversational media, and the target A/V synchronization range at the receiver.  In general the acceptable delay target for speech media is lower than for the video media.
Figure 1 illustrates how a receiver manages the playout time of voice and video packets.  The horizontal axis represents the packet # with the later packets represented towards the right side.  The vertical axis indicates the amount of time that has passed since a packet was generated by the encoder until either of the following 
· the packet was received at the de-jitter buffer (solid colored lines)
· the packet was played out (dashed black lines)

In this example the playout of video happens after the voice frames due to later arrival of video packets.  While the A/V synchronization between the video and voice playout times are within the acceptable range, the video de-jitter buffer adjusts its playout time based on the arrival of video packets.  However, when the video playout time is at the A/V synchronization limit, the video playout time tracks the voice playout time to maintain an acceptable A/V synchronization.
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Figure 1 Managing playout times of voice and video media

2.2 Rate Adaptation and Arrival-to-Playout Time Adjustments
Aside from adjusting its playout time to passively adapt to the channel and system loading conditions, a receiver can use rate adaptation to actively influence the arrival of packets at the receiver.  When poor link or heavy loading conditions are delaying the arrival of packets a receiver can perform the following:

· Delay its playout time by dilating the playout period of packets
· Signal feedback information to the sender to adjust its transmission to reduce the transport delay of these packets through the congested link
Well-designed receivers perform a combination of both of the above depending on their A/V skew and delay targets.
Figure 2 and Figure 3 below illustrate how rate adaptation can be used to manage the arrival of video packets to meet A/V synchronization targets of the receiver.  
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Figure 2 Late arrival of video packets causes dropping of video packets to meet A/V skew limits

In Figure 2 there is a period where an unacceptable percentage of the video packets are arriving too late with respect to the voice packets to be played out in time to meet the receiver’s A/V synchronization requirements.  An illustration of how this can be remedied is illustrated in Figure 3.  The receiver feeds back rate adaptation messages to the sender when the receiver determines that video packets are arriving with too short time remaining until playout and that the video playout time can not be delayed any further to stay within A/V synchronization limits.  The receiver indicates to the sender that it would prefer to reduce the transport delay and by how much time (arrival-to-playout time offset).  The sender responds by lowering its transmission rate.  The reduced transmission rate allows the video packets to be transported through the congested downlink with less delay and arrive in time for their scheduled playout at the receiver.
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Figure 3 Receiver uses adaptation feedback (delay offset/adjustment) to reduce the transport delay of video packets to meet the A/V skew limit

The magnitude of the arrival time adjustment allows the sender to more accurately determine by how much it should adapt its encoded frame sizes to meet the playout time requirements of the receiver.  This allows the feedback loop between the sender and receiver to accurately track the outermost loop of the video media system: arrival of packets with respect to when the receiver wants them for proper playout.
Figure 4 illustrates another procedure a MTSI video receiver could use to adapt to the delayed video packets described in Figure 2.  In this case, in order to maintain A/V synchronization, the receiver delays the playout time of the voice packets further to track the additional delay experienced by the video packets.
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Figure 4 Receiver further delays playout of voice media to meet the A/V skew limit
Together Figure 3 and Figure 4 illustrate how a receiver can perform different adaptation algorithms or a combination of them to adapt to changes in the arrival times of video packets.  While these algorithms are not to be specified in the MTSI document the signalling messages and structure used for rate adaptation feedback should be versatile enough to support flexible algorithms in both the sender and receiver.
3 Feedback Message: Arrival-to-Playout Time Offset and Received Data Rate

3.1 Arrival-to-Playout Time Offset

As described in the previous section, the outermost loop variable of the video playout system that needs to be controlled is whether video packets arrive at the receiver in time for their scheduled playout.  The receiver determines its playout time and determines how much buffer time it wants to maintain between the arrival of packets and their scheduled playout times.

To support control of this we propose that the receiver communicate back to the sender the offset between the arrival of packets and when the receiver wants to receive them.  For example, consider a receiver that wants to maintain a time-until-playout of 150-200ms (e.g., the X% percentile point in the packet arrival distribution should be between 150-200ms before the packets need to be played out).   If the required percentile point is 120ms before the packets’ playout time the receiver would then communicate back to the sender that packets are arriving 30ms later than the receiver wants them.  On the other hand, if the required percentile point was at 220ms until playout, the receiver could signal back that the packets are arriving 20ms earlier than they need to.  This is an example and the actual method by which the receiver determines by how much to request adjustments in the transport of packets is not specified.
A key characteristic of this parameter is that it allows the receiver to determine how much buffer time it wants to maintain and control this by providing the sender with offset information relative to this target.  Since the receiver sees the actual delay and jitter in the arrival of packets it has the most information to, 
· determine what is a good buffer time required for the video system
· determine when it can advance or delay its playout times  
The sender cannot manage the receiver buffer targets as accurately since it does not have access to all the packet arrival information and the playout time adjustments to be made by the receiver. 
In other buffer feedback messages such as the NADU APP packet used for Packet Switched Streaming services, the receiver cannot dynamically communicate to the sender how much buffer time is required.  As will be explained later this can cause conflicting adaptation algorithms in the sender and receiver.
3.2 Average Received Rate
An additional parameter that provides important information to the video sender is the average data rate as seen by the receiver.  This provides the sender a measurement of how congested or un-congested the link is between the sender and receiver.  
Combined with the arrival-to-playout time offset parameter, these two parameters provide the sender with information on the congestion of the transmission path and how this congestion is affecting the playout time at the receiver.  Together these provide the sender with enough information to adapt its video transmission.
3.3 Message Structure
We propose a new APTO_ARR APP packet to communicate the two parameters identified above in an RTCP APP packet format.  The 4-byte alignment of the RTCP packets allows sending of these two parameters in the smallest possible APP packet.

The proposed structure is as follows:

 0                   1                   2                   3

 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|V=2|P| subtype |   PT=APP=204  |             length            |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|                           SSRC/CSRC                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|                          name (ASCII)                         |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

|                   application-dependent data                ...

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 5 Generic Format of an RTCP APP Packet

For video adaptation the name and subtype fields must be set to the following values:

name: The APTO_ARR APP data format is detected through the name "3GM7" and the subtype set to “0”.

subtype: This field shall be set to 0 for the APPTO_ARR format.

length: The number of 32 bit words –1, as defined in [RFC 3550]. This means that the field will be 2+3*N, where N is the number of sources reported on. The length field will typically be 5, i.e. 24 bytes packets.

application-dependent data: One or more of the following data format blocks (as described in Figure 6) can be included in the application-dependent data location of the APP packet. The APP packets length field is used to detect how many blocks of data are present. The block shall be sent for the SSRCs for which there are a report block as part of either a Receiver Report or a Sender Report, included in the RTCP compound packet. An APTO_ARR APP packet shall not contain any other data format than the one described in Figure 6 below.
 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              SSRC                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Arrival-to-Playout Offset   |    Average Received Rate      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 6 Data format block for APTO_ARR reporting         
SSRC: The SSRC of the media stream the received packets belong to.

Arrival-to-Playout Offset (16 bits): The difference in the arrival time of video packets at the receiver with respect to when the receiver expects reception of the video packets for their proper playout.  The receiver determines how much buffer margin it requires before playout of video packets (e.g., X% of packets should arrive T ms before their playout time) and compares this requirement with the actual arrival statistics of the video packets.

The offset is expressed as a signed 16-bit integer in units of milliseconds.  When the value is positive it indicates that video packets are arriving at the receiver earlier than required and negative values indicate that the packets are arriving later than required.  The receiver should filter this statistic before reporting it to the sender to remove short-term jitter (e.g., jitter caused by the HSDPA scheduling bursts and variations in the RTP packet sizes).

Average Received Rate (16 bits): This is the average rate of RTP media received by the receiver terminal.  The average received rate value is expressed in units of 250bps.  The period over which the average received rate is measured should be long enough to filter out short term variations in the received rate.
The APTO_ARR packet shall only be used for video media.  A video receiver should only send the APTO_ARR packet when the receiver determines that video adaptation is required at the sender.  When a video receiver sends an APTO_ARR APP packet it should allow the video sender enough time to react before the receiver sends another APTO_ARR APP packet.  To enable transmission of this RTCP APP packet when needed it is recommended to use the RTCP-AVPF early mode [RFC 4585]. 

3.4 Message Overhead Reduction

RFC 3550 currently mandates that when RTCP APP packets or AVPF feedback messages are sent they must be part of an RTCP compound packet that includes other messages and fields (e.g., Receiver Reports, SDES field).  These additional messages and fields can add unnecessary overhead to the adaptation information being signalled.  

The IETF AVT group is currently discussing proposals to relax constraints on RTCP to include certain messages and fields.  The APP packet proposed in the previous section can be used with these developments and take advantage of the reduction in the message overhead.
4 Simulations
4.1 Parameters
	Video Codec
	H.263

	Source Clip
	· Foreman at 10 fps, QCIF, GOP of 20, clip duration of 15 seconds and looped. 

· Start of clip is staggered across all the users.  

· PSNR for encoding the clip under clean conditions is 33 dB

	Target Application Layer Video Rate
	64kbps

	Duration of Simulation
	Approximately 45 seconds

	Feedback Channel
	RTCP APTO_ARR APP packet sent on simulated uplink to the video sender

	Feedback Interval
	Minimum of 1 second between feedback messages

(actual feedback intervals are longer because receiver only sends feedback when necessary)

	System
	3 sectors of the center-cell with 18 users distributed within each sector to effect different loading conditions, standard fading distribution channel model, no handoffs between sectors

	Scheduler
	QoS/Delay Sensitive Scheduler for Shared Downlink Channel


4.2 Results
Figure 7 illustrates the CDF across all the users of the 90% percentile point for the packet arrivals at each receiver.  

The results show the gain in using the APTO_ARR APP packet feedback message in controlling the arrival time of packets.  The three pronounced steps in the CDF represent the varied performance in the three sectors which were each loaded at different levels.  The lightly loaded sector has its users positioned near the base station and hence its users experienced very little delay.  This is the bottom third of the graph.  The top third of the graph describes the experience of uses in the heavily loaded sector where most of the users are near the edge of the cell.  This demonstrates how the feedback mechanism allows the receiver to control the transport of packets and prevent severe degradation (an additional 500+ms) in the E2E transport of video packets as users experience poorer link and/or sector loading conditions.
 
[image: image5]
Figure 7  CDF of 90% Percentile Point of E2E Transfer Delay
Figure 8 illustrates the average PSNR experienced by each of the 54 users in the 3-sector cell.  Note that for some users the data point for “no feedback” is hidden under the data point for the “1 second feedback,” i.e., the performance is the same.  Users #37 through #54 are the ones in the lightly loaded sector and hence do not require much rate adaptation. 
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Figure 8 Average PSNR Received for Each User
The simulation parameters remain the same as in section 4.1 with the exception that the Foreman clip is not spooled and is allowed to terminate after one cycle.  The playout time for video packets was determined by setting the maximum A/V skew to 250ms from the speech playout time and modelling the speech de-jitter buffer to have a maximum of 100ms of voice data.

Packets that arrive at the video receiver in time for their scheduled playout are used for decoding the current video frame.  If a packet arrives later, it is dropped and is not used for rendering the next or subsequent video frames.  The receiver plays out the most previously decoded frame.  The prediction chain is corrected when the next I frame is received.
The results show that for terminals in poor link or loading conditions, the feedback mechanism mitigates the degradation in video quality.
Figure 9 illustrates the effects of the feedback and video adaptation on the PSNR of the clip at the encoder.  As expected, the reduction in encoding rate degrades the PSNR of the encoded clip when compared with no adaptation.  When cross-referenced with Figure 8 this illustrates that despite the degradation at the encoder the resulting PSNR of the video at the receiver is better than the case without feedback.
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Figure 9 Average PSNR of Video Media Sent to Each User.
5 Analysis of Other Feedback Messages

In determining what signalling should be used to enable efficient video adaptation we considered two other existing messages.  The following section discusses these messages and why they are insufficient for enabling efficient video rate adaptation.
To evaluate the applicability of MTSI video adaptation messages it is necessary to understand a key point: due to the conversational requirements of MTSI services, the receiver needs to maintain a short amount of data in its receive buffer.  This results in the following requirements:

1. The receiver needs to be able to autonomously control the playout times of its media streams to manage the amount of data in its media buffers.  The receiver needs to do this to enable quick adaptation to changes in the arrival of packets and to manage A/V synchronization between the playout of the video and voice media. 

2. The receiver should be able to control what is the necessary amount of buffering time it requires.  The receiver has direct access to the arrival statistics of the packets and the relative playout times of the speech and video media.  The receiver can therefore make a much more informed determination of the required buffering time than the sender can.

3. The feedback provided to the sender must provide enough information for the sender to adapt its video encoding quickly and accurately.  Otherwise, the short buffer depths at the receiver can under-run and degrade performance.

4. The sender’s rate adaptation algorithm must be able to adapt quickly and accurately to the information provided by the receiver.  Otherwise, the short buffer depths can under-run and degrade performance.

5.1 RTCP NADU APP Packet
The Packet-Switched Streaming Services defined in [1] specify a NADU APP packet that is used for rate adaptation.  While this message is sufficient for adaptation of streaming services it is not as applicable to conversational MTSI services due to the requirements identified above.  The remainder of this section analyzes the NADU APP packet based on these requirements.
5.1.1 Needs RTCP Receiver Report Information

The NADU APP packet defined in [1] for the Packet-Switched Streaming Services provides information about what RTP packet is at the head of the receiver buffer (i.e., the next packet to be taken from the buffer for decoding).  It does not directly provide information about how much data is buffered.  The Free Buffer Space (FBS) field indicates how much space is left in the buffer.  But without knowing the full buffer depth the sender does not know how much data is left.  Unlike in PSS, the sender in MTSI is not informed of the receiver’s buffer size.
When the information in the NADU APP packet about the head of the receiver buffer is used with the extended highest sequence number received in an associated RTCP Receiver Report the sender can determine what packets are in the receiver buffer and how much time is left until this runs out
.
5.1.2 Uncoordinated Adaptation

As described earlier, to adjust the amount of data/time in the receiver buffer the sender and receiver perform separate functions:

· The receiver can delay the playout of packets (dilating the playout time of each packet) to try to increase the time-until-playout of packets in the buffer and those arriving thereafter.  On the other hand, to reduce the time-until-playout the receiver can advance the playout time of packets (contracting the playout time of each packet).

· To increase the time-until-playout for packets arriving at the receiver the sender can reduce its transmission rate to have packets transported through the congested shared downlink channel more quickly.  On the other hand, if the sender determines that packets can arrive later at the receiver the sender can increase its transmission rate to provide better quality video, possibly delaying the arrival of these larger packets at the receiver.

To ensure stable operation of the control loop between the sender and receiver the adaptation of the two entities must be coordinated.

The NADU APP packet and RTCP Receiver Report indicate the state of the receiver buffer to the sender (i.e., time-until-playout from the tail of the buffer).  This does not communicate to the sender what is the amount of buffering time the receiver is attempting to maintain.  This buffering time can change depending on the receiver’s algorithms, changes in the arrival characteristics of packets, and the playout times of the video packets with respect to voice packets to maintain A/V synchronization.  Without knowing this buffering time of the receiver the sender has to choose its own target and adjust its video encoding based on this target time-until-playout.  

This lack of coordination of time-until-playout targets will cause convergence problems for the system.  For example, consider the case where the receiver is targeting packets arriving with a time-until-playout between 100-200ms and the sender is targeting a time-until-playout at the receiver between 250-350ms.  The sender and receiver adaptation algorithms will conflict with each other and prevent convergence.

If the receiver buffer currently has 220ms of data, the receiver may attempt to advance its playout time since it has enough data to do this and reduce end-to-end delay.  This will tend to reduce the time-until-playout.  The NADU APP + Receiver Report will indicate the 220ms or less buffer depth to the sender.  Since this is shorter than the target time-until-playout of the sender the sender will reduce its transmission rate in an attempt to have its packets arrive at the receiver earlier.  This will increase the time-until-playout at the receiver which conflicts with the receiver’s adaptation attempts.
Unlike the NADU APP packet, the Arrival-to-Playout Offset in the APTO_ARR APP packet allows the receiver to be fully in charge of adapting to its target time-until-playout.  The receiver uses the offset value to indicate to the sender how much it needs to adjust by to meet the receiver’s target.  This coordination of the adaptation by the receiver avoids the problems of mismatched adaptation at the sender and receiver.
5.2 TMMBR Message
TMMBR only provides maximum rate information to the sender.  However, in wireless packet data systems, the maximum rate at any give time may differ greatly from the sustainable average throughput.  Moreover, it does not provide information about the state of the receiver’s buffer depth with respect to its varying playout time and the current throughput of the channel to the receiver (i.e., state of the channel).  The only means for the encoder to adapt to this limited feedback information is for it to set its transmission rate to this value until another TMMBR message is received.  Without the additional information about the status of the receiver and the current throughput, the sender can not employ more advanced adaptation mechanisms to improve video performance.

5.2.1 More than Adapting Average Rate
An example of an adaptation scheme that is not supported by TMMBR is the following:  When the sender detects that packets are arriving at the receiver later than required by the receiver the encoder can maintain its average transmission rate while it reduces the variation in the video frame sizes it is producing.  Less variation in the frame sizes will reduce the transport delay of these frames through a rate limited channel (e.g., when the receiver or sender are in poor radio link conditions).  The encoder can reduce the variation in its frame sizes by employing tighter rate control and/or distributing the intra-refreshing of macroblocks over multiple frames.. Or in encoding schemes where the encoder is maintaining a more stable video quality at the expense of looser rate control, the transport delay can be reduced by changing the target video quality level.  
Also, when the sending terminal takes advantage of cross-layer optimizations the sender can maintain the same video encoding rate while adjusting link level characteristics to reduce the transport delay of video packets to the receiver.  This can involve using a higher priority or lower latency QoS level on its uplink transmission.
5.2.2 Better Rate Decision at Sender: More Information
Through cross-layer optimizations the sender has information about the sustainable transmission rates on its local link.  A 3GPP MTSI terminal can determine the rate limits of its uplink (e.g., the power headroom limitation).  It can determine whether the uplink is a bottle-neck (slow link) in the media path to the receiver.

A 3GPP MTSI terminal can not determine the rate limits of its local downlink since the actual rate received is limited by various factors including the data rate sent by the encoder, other links in the data path, and loading in the cell.  The receiving terminal does not know whether the throughput it is receiving is limited by its downlink, limits of other links in the data path, or the data throughput of the sender.

Aside from the uplink rate limit, the sender also has the following additional information:

· The data rate it has been transmitting at

· The amount of data queued in its transmit buffer

· The amount of  data the sender has transmitted over the past period of time

· How quickly its encoder can adjust its rate.  Rate control algorithms do not allow their rates to change rapidly to prevent rapid changes in the video quality.

This local information gives the sender a more complete picture of where congestion is occurring in the path to the receiver.  This allows the sender to employ more accurate adaptation algorithms to meet the receiver’s arrival-to-playout target.  

For example, consider the case where a terminal’s transmission has been limited by the power headroom on its uplink (i.e., the sender is transmitting at this rate limit).  The sending terminal can detect this because the receiving terminal does not request any adaptation/adjustment.  When the terminal detects that the uplink conditions have changed to sustain a higher rate the sender can quickly increase its video transmission rate to match this.  A receiver can not detect the change in the sender’s uplink conditions and would therefore be unable to tell the receiver how to take advantage of this change in uplink resource.  The receiver would have to ramp up the sender’s rate based on detecting good delay measurements.  However, without any information about the actual uplink conditions, the receiver would have to do this very conservatively to ensure that the feedback system is stable under all conditions.
Since the sender has more information to make a better rate decision it does not make sense to use TMMBR as a feedback message from the receiver because,
1. It provides less information about the state of the receiver.  In particular it does not directly describe the condition of the receiver’s buffer with respect to its target buffering time.  The APTO_ARR APP packet provides more relevant information with no additional overhead (it is the same size as the TMMBR message).
2. The standards do not specify how the receiver should calculate the rate value in the TMMBR message.  Therefore a sender that is using its additional local information with the TMMBR value does not have a clear idea of what this represents and how to use this.  Instead of centralizing the rate decision in the sender it is distributed over the sender and receiver with neither terminal aware of each other’s adaptation algorithm.  The accuracy of the sender’s rate decisions performance can be significantly affected by how the receiver generates the TMMBR value.
5.2.3 Queue Backlog and Sustainable Rate 
When the receiver determines that packets are not arriving in time for its arrival-to-playout target there are two functions that the video adaptation algorithm must perform:

1. Remove the backlog of data in the channel and queues along this transmission path (e.g., the sender’s transmit buffer and the buffer in the HSDPA scheduler).

2. Tune the sender to transmit at the highest rate sustainable by the channel to provide the best quality while not building up more backlog in the channel.

The above two functions can not both be achieved with a single rate value.  The rate needed to remove back-logged data is below the sustainable rate of the channel.
The time offset and received rate information in the APTO_ARR APP packet enables the sender to estimate the amount of data backlogged in the channel.  This information can be used by the sender to more accurately adjust its rate to remove the backlog and then resume a rate that is supported by the channel.  The single rate value in TMMBR does not allow the sender to estimate how much data is backlogged in the congested channel with respect to the receiver’s time-until-playout target.
To illustrate this consider Figure 8 where the system is able to sustain an average throughput of X kbps and the sender is transmitting at a higher rate.  The receiver reports that the arrival-to-playout offset is Y ms shorter than it is targeting (i.e., packets are being queued up in the channel and are arriving delayed because of the higher transmission rate).  The sender initially drops its rate below what the channel is currently supporting (X kbps) to remove its estimated backlog of data in the channel.  On its own, the sender can gradually adjust its rate to avoid noticeable changes in the video quality.  Then as the estimated backlog is removed, the sender can increase its transmission rate to the average received supported by the channel.  This allows the sender to converge to a sustainable rate while meeting the receiver’s packet arrival time requirements. 
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Figure 11 Adapting transmission rate to remove backlog of data in channel based on APTO_ARR APP packet estimate
If only TMMBR messages are fed back to the sender then the receiver has to estimate the amount of back-logged data and send multiple TMMBR messages to the sender to achieve this same effect of removing the backlog and then converging to a sustainable rate.  Figure 9 illustrates how multiple TMMBR messages are needed.
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Figure 12 Receiver using TMMBR to control sender rate to remove backlog of data in channel
The receiver sends the 1st TMMBR message to direct the sender to reduce its rate. To prevent the sender from lowering its video quality too quickly the receiver makes the 1st rate adjustment to an intermediate rate. Then when the RTCP-AVPF procedures allow the receiver to send another TMMBR message the receiver lowers the rate below the sustainable rate to start clearing out the back-logged data.  Since the receiver does not know how quickly the sender adjusts its rate the sender can not predict precisely what rate is required to clear the back-log.  At the next RTCP-AVPF transmission opportunity the receiver determines that there is still some back-logged data (i.e., packets are still delayed with respect to their expected arrival for playout).  The receiver uses the 3rd TMMBR to direct the sender to increase its rate slightly but keeps it below the sustainable rate to clear the remaining back-log.  Finally, by the time the receiver can send the 4th TMMBR message it has determined that the packets are arriving on time and directs the sender to encode at the sustainable receive rate
.
Since these TMMBR messages are spaced apart by a minimum reporting interval specified by the transmission rules of RTCP-AVPF, the entire adaptation action can take much longer than in Figure 8 and require more RTCP bandwidth.

6 Conclusion
Dynamic rate adaptation can significantly improve the performance of MTSI video users being served by the HSDPA shared downlink channel.  The signalling message proposed here provides information to enable fast, versatile, and accurate encoder adaptation mechanisms.
The message defined in section 3.3 of this contribution should be included in the media session adaptation section of the MTSI document.
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� Note that it is possible that the back-logged data is cleared before the 4th TMMBR is sent.  In this case the avg. received rate measured by the receiver will drop to the current transmission rate of the sender.  The result is that the receiver will direct the sender to operate at a rate lower than what is sustainable by the channel.
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