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1 Introduction

This contribution includes proposals for

· video bitrate adaptation, and 

· the usage of RTCP. 

The former is a new proposal to MTSI, whereas the latter is based on text in TS 26.236.

2 The need for adaptation
In order to provide end-user satisfaction it is important that the Multimedia Telephony Service for IMS (MTSI) is aware of – and can adapt to – current transport conditions. Ericsson believes that a video bitrate adaptation mechanism will enhance the quality of MTSI video significantly. Consider the following scenarios where adaptation is truly helpful: 

· The radio link bitrate can quickly change due to handover to another transmission technology, QoS renegotiation due to congestion etc. It is vital that the video bitrate is being adapted so that the bitrate is kept below the available bandwidth.
· The radio link bitrate can also vary temporarily due to varying radio conditions without a change in transmission technology. For a temporary reduction, it is vital that the video bitrate is adapted and kept below the available bandwidth. When the bitrate goes back to normal, it should also be possible to adapt back to the negotiated bitrate.
· In the case video is subject to congestion in the network it is important that the video bitrate can be adapted to reduce the packet loss ratio. It is also important to be fair towards other network traffic (e.g. TCP, that will back-off in case of congestion) in cases best effort delivery is used.
Therefore, Ericsson believes that a bitrate adaptation mechanism is needed for MTSI.
3 The adaptation proposal

We propose to use two different video bitrate adaptation methods in MTSI that complement each other. The first method is to use the Temporary Maximum Media Bit-rate Request (TMMBR) message in AVPF to enable the receiver to signal bitrate changes on the downlink. The second is to recommend the video sender to adapt its sending bitrate based on RTCP reports.
3.1 TMMBR message in AVPF
For video adaptation to work, it is important that the video receiver is capable of sending notifications to the sender without unnecessary delay. When using RTCP, better timing rules than those available in AVP [RFC 3551] are necessary. AVP is restricted to send periodic feedback , i.e. no immediate reaction to events like loss or bit-rate changes is possible. Thus we propose the usage of AVPF [RFC 4585] that allows the sending of RTCP in response to events in addition to periodic feedback. However, it is also important to keep in mind that the bandwidth available for feedback in not unlimited. Therefore we propose to restrict the use of AVPF to early RTCP mode. That will ensure that the utilized bandwidth is restricted and not a function of the number of events.
We also propose that the video receiver shall use TMMBR [draft-ietf-avt-avpf-ccm-01.txt] to signal temporary reductions in video bitrate. When the receiver is made aware of a link bitrate reduction (e.g. due to handover or QoS renegotiation) it should notify the sender of the new current maximum bitrate using TMMBR. TMMBR is used to signal temporary bitrate changes. If the bandwidth changes further, or goes back to normal, the receiver should notify the sender by sending a new TMMBR message. However, if the changed bandwidth is likely to remain, a SIP re-negotiating should be initiated aiming at establishing the new rate. It is important that the receiver does not use TMMBR to make the sender reduce its bitrate due to the amount of packet losses or jitter experienced by the receiver. Such usage could result in double reaction and sub-optimal behaviour since packet loss and jitter information shall be reported in regular RTCP reports.
3.2 Bitrate reduction based on RTCP reports

RTCP provides several mechanisms that a sender can use to determine the need to adapt the bit-rate of the media stream. Packet loss information is primarily an indication of congestion and lack of capacity. The round trip time (RTT) measurements possible in RTCP also provide information about the build up in buffers etc prior to packet loss occurs. The RTCP jitter measurement also allows for the detection of changes in the jitter behaviour that may arise due to build up in buffers. 
RTCP’s regular reporting and its interval is governed by a few parameters, primarily the assigned bandwidth. RFC 3556 defines two bandwidth attributes RR and RS that defines the amount of bandwidth that will on average be used. A common case in MTSI will be two end-points where both are senders in an RTP session. Then two end-points will equally split the sum of RR and RS. In addition, AVPF provides an additional control tool, namely that the minimal regular reporting interval (trr-int) can be set. This allows one to configure the RTCP senders to report no more often than the minimal interval on average and then utilize up to the assigned bandwidth in cases when there are feedback events to transmit. For example this could allow one to assign 7 kbps as maximum bit-rate for RTCP and still have it only use around 4 kbps for regular reporting. 
We do not intend to mandate certain RTCP behaviour, instead we propose to add an example to the MTSI specification where such a bitrate reduction mechanism is outlined.
4 The bitrate increase problem

So far we have only discussed the bitrate reduction part of video adaptation. Finding a method on when and how much to increase the bitrate is difficult. The encoder may consider increasing the bitrate based on RTCP reports. It could try to robustify the video stream while increasing the bitrate by some probing algorithm. This is somewhat dangerous since there is generally no available information at all about the current bitrate capacity.
5 Proposed changes to TS 26.114

We propose to include the following specification text in TS 26.114. In addition to including text for video bitrate adaptation, we have also included specification text for RTCP usage by using relevant parts of TS 26.236 and adapted them to MTSI.
6.2 Data transport
6.2.1 General

MTSI terminals shall support an IP-based network interface for the transport of session control and media data. Control plane signalling is sent using SIP [RFC3261]. (See TS 24.229 [7] for further details). User plane media data is sent over UDP/IP [STD 0006]. An overview of the user plane protocol stack can be found in figure 3 of the present document.
6.2.2 RTP Protocols
MTSI terminals shall transport speech, video and real-time text using RTP [RFC3550] over UDP/IP. The following profiles of RTP shall be supported: 

· RTP Profile for Audio and Video Conferences with Minimal Control [RFC 3551], also called RTP/AVP;

· Extended RTP Profile for RTCP-based Feedback (RTP/AVPF) [RFC 4585], also called RTP/AVPF.

The support of AVPF [RFC 4585] requires an MTSI terminal to implement the RTCP transmission rules, the signalling mechanism for SDP and the feedback messages explicit mentioned in this specification.

The bandwidth information of each media type shall be carried in SDP messages in both session and media type level during codec negotiation, session establishment and resource reallocation using the “TIAS” bandwidth modifier [RFC 3890]. Note that for RTP based applications, ‘b=TIAS:’ gives the RTP "session bandwidth'' (including UDP/IP overhead) as defined in section 6.2.2 of [RFC3890].

6.2.3 RTCP usage

6.2.3.1 General
The RTP implementation shall include an RTCP implementation. 

The bandwidth for RTCP traffic shall be described using the "RS" and "RR" SDP bandwidth modifiers at media level, as specified by [RFC3556]. Therefore, an MTSI terminal shall include the "b=RS:" and "b=RR:" fields in SDP, and shall be able to interpret them. There shall be a limit on the allowed RTCP bandwidth for a session signalled by the terminal. This limit is defined as follows:

•
4000 bps for the RS field (at media level);

•
3000 bps for the RR field (at media level).

If the session described in the SDP is a point-to-point speech only session, the UE may request the deactivation of RTCP by setting its RTCP bandwidth modifier to zero.

If a UE receives SDP bandwidth modifiers for RTCP equal to zero from the originating UE, it should reply (via the SIP protocol) by setting its RTCP bandwidth using SDP bandwidth modifiers with values equal to zero.

RTCP packets should be sent for all types of multimedia sessions to enable synchronization with other RTP transported media, remote end-point aliveness information, monitoring of the transmission quality, and carriage of feedback messages such as TMMBR. Point-to-point speech only session may not require these functionalities and may therefore turn of RTCP by setting to zero the SDP bandwidth modifiers (RR and RS). When RTCP is turned off (for point-to-point speech only sessions) and the media is put on hold, the terminal should re-negotiate the RTCP bandwidth with SDP bandwidth modifiers values greater than zero, and send RTCP packets to the other end. This allows the remote end to detect link aliveness during hold. When media is resumed, the resuming terminal should turn off the RTCP sending again through a re-negotiation of the RTCP bandwidth with SDP bandwidth modifiers equal to zero.

When RTCP is turned off (for point-to-point speech only sessions) and if sending of an additional associated RTP flow becomes required and both RTP flows need to be synchronized, or if transport feedback due to lack of end-to-end QoS guarantees is needed, a terminal should re-negotiate the bandwidth for RTCP by sending an SDP with the RS bandwidth modifier greater than zero.

Note: For speech sessions where RTCP is not turned off, to reduce the potential disruption of RTCP onto the RTP flow, it is beneficial to keep the RTCP bandwidth and the size of RTCP packets as small as possible. RTCP packet size can be minimized by only using the optional parts of RTCP (according to [RFC 3550]) which are required by the application. 

6.2.3.2 Speech
For speech, no further RTCP usage (than above) is specified.
6.2.3.3 Video
MTSI terminals offering video shall support AVPF [RFC 4585[ configured to operate in early mode. The behaviour can be controlled by allocating enough RTCP bandwidth using b=RR and b=RS (see section 6.2.3.1) and setting the value of trr-int. 

The Temporary Maximum Media Bit-rate Request (TMMBR) and Temporary Maximum Media Bit-rate Notification messages of Codec-Control Messages  [draft-ietf-avt-avpf-ccm-01.txt] shall be supported. When the receiver is made aware of a reduction in downlink bandwidth capacity (e.g. due to changed radio conditions, handover or QoS renegotiation) it shall notify the sender of the new current maximum bitrate using TMMBR. TMMBR is used to signal temporary bitrate changes. If the bandwidth changes further, or goes back to normal, the receiver should notify the sender by sending a new TMMBR message. However, if the changed bandwidth is likely to remain, a SIP re-negotiating should be initiated aiming at establishing the new rate. It is important that the receiver does not use TMMBR to make the sender reduce its bitrate due to the amount of packet losses or jitter experienced by the receiver. Such usage could result in double reaction and sub-optimal behaviour, since this kind of information shall be reported in regular RTCP reports. 
It is recommended that a video sender adapts its video output rate based on RTCP reports and TMMBR messages. Consider the following examples:

EXAMPLE 1:

1. A video session is established at 100kbps. 5kbps is allocated for RTCP and trr-int is set to 500ms. This allows an end-point to send regular RTCP reports with an average 500 ms interval consuming less than 5kbps for RTCP. At the same time it allows the end-point to send an early RTCP event packet and then send the next one already after 800 ms instead of after 1000 ms.  

2. The receiver is now subject to a reduced bandwidth due to handover to a congested cell and is forced into re-negotiating its QoS agreement. The receiver generates a TMMBR message to inform the sender if the new maximum bitrate.
3. The sender receives the TMMBR message, adjusts its output bitrate and sends a TMMBN message back. 
4. The receiver travels into a new non-congested cell and negotiates a new QoS agreement. It sends a new TMMBR message for 100 kbps.
5. The sender receives the TMMBR message, adjusts its output bitrate and sends a TMMBN message back. 

EXAMPLE 2:

1. A video session is established at 100kbps. 5kbps is allocated for RTCP and trr-int is set to 500ms. This allows an end-point to send regular RTCP reports with an average 500 ms interval consuming less than 5kbps for RTCP. At the same time it allows the end-point to send an early RTCP event packet and then send the next one already after 800 ms instead of after 1000 ms.  
2. The receiver is now subject to handover from HSDPA to EDGE and the terminal is informed by the network of the new video bitrate of 64kbps. The receiver generates a TMMBR message which is sent to the sender. 
3. The sender receives the TMMBR message, adjusts its output bitrate and sends a TMMBN message back. A SIP re-negotiation is initiated.
























