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1. Introduction

This contribution discusses the possibilities for estimating and controlling the end-to-end quality of packet switched transport. The different possibilities to convey the feedback information from receiver to sender is reviewed and a simple adaptation mechanism is outlined. 
2. Channel quality estimation

The receiver has the knowledge of the transport channel based on the observed network jitter and the packet loss rate: 

· Problems in radio network (channel errors, retransmissions)
· Core network (congestion, routing) 

· Non-3GPP network induced errors (congestion, routing, radio errors in WLAN)

Naturally, there is no explicit indication of the source of the problem. The receiver observes only end-to-end packet losses and network jitter. Most likely there is no knowledge of underlying network either. That is, the MTSI application does not know whether it is utilising a GSM EDGE radio network, or it is connected to network with WLAN. 
2.1 GSM link adaptation and signalling
The GSM AMR link adaptation is utilising the codec mode request and mode command signalling included in the codec signalling. The basic principle is that the terminal, based on the observations of bit error rate and frame error rate figures, sends a request to the sending party (transcoder or the other terminal) to change the AMR mode. The network (transcoder) on the other hand sends mode commands in downlink to the terminal. The terminal is obliged to follow the mode commands.
In packet switched domain, the codec mode requests and commands are conveyed within the AMR/AMR-WB RTP payload in-band. Hence, in simple point-to-point communication cases, the codec mode adaptation could be fairly easy with AMR/AMR-WB. However, it should be noted that the AMR/AMR-WB mode request signalling in packet switched domain is intended only for IP traffic terminating to media gateways; it is not intended for end-to-end signalling between terminals [1]. 
2.2 Control protocol
The role of RTCP is to provide statistical feedback on the quality of data transport. The RTCP packet contains information related to the packet losses and network jitter observed by the receiver. Using this information, the sender can adapt the packetisation scheme and media codecs.  Furthermore, enhancements of RTCP are available that widen the scope of RTCP from statistical feedback to media specific feedback: AVPF (RFC 4585) and (mostly video related) Codec Control Messages (draft-ietf-avt-avpf-ccm).
3. Media adaptation 
3.1 Signalling
The PS conversational multimedia in TS 26.236 [3] recommends precluding RTPC signalling for the special case of voice only point-to-point sessions. However, RTCP is needed when other media such as video is added to the session. Furthermore, renegotiation of RTCP is needed when speech-only media is put on hold to keep the link alive. Hence, having the exceptional RTCP-free condition for voice-only point-to-point sessions requires quite a lot of special treatment and signalling. 

In-band signalling of channel conditions work fine in voice-only point-to-point connections.  When considering extensions towards multipoint, an in-band signalling immediately becomes problematic.  Obviously, when multicasting sessions to more than one receiver, the problem of potentially contradicting signals has to be considered and solved.  There has been a long discussion on this subject in IETF/AVT, and the current CCM and topology drafts have been written on that subject.  But even if centralized multipoint (using a mixing device) is considered, the use of in-band signals not only requires implementation of the signalling apparatus on every port of the mixer (complexity burden), but also perhaps some form of consolidation and forwarding of signals received by one side of the mixer so to reflect changes on the other side.   The CCM draft contains lengthy discussions on this subject, and quite a bit of protocol support was added to combat potential ambiguities.
When considering multimedia, the discussion becomes even more interesting.  Not only there may be two “signalling” mechanisms, namely RTCP and proposed SHIM, that co-exist and indicate contradicting signals.  But also, the SHIM is handled on the media level (somewhere down close to the codec), whereas RTCP is typically handled somewhere in the transport stack.  This requires an amount of cooperation of conceptually independent entities that is not helpful from an implementation complexity viewpoint.
One example for potential confusion can be seen when the one party transmits multimedia, but the other party voice-only.  What takes preference now, SHIM or RTCP?  Are we in a voice only or in a multimedia call?  
All this would need careful consideration and specification.

On the other hand, the use of RTCP can offer pretty much all advantages of SHIM, at the expense of a need of small optimizations on the radio layer.  While TS 26.114 is still a 3GPP spec, radio layer optimization should not be our single driving force – we can leave this to the radio groups.

Hence, the out-of-band control and feedback using RTCP signalling would in our opinion more appropriate for MTSI. 

3.2 Adaptation

RTCP messages do not explicitly contain any rate change or FEC requests. Instead, the media sender needs to compute from the packet loss and network jitter the adaptations in the transport. Naturally, only the sender needs to follow the feedback information, and change the mechanism accordingly. 
The MTSI specification TS 26.114 [4] should have some guidance on how the sender should react to the received feedback. Some examples on possible media adaptation and packetisation schemes are provided below.

The media sender’s options for adapting the transmission fall into three categories: 1) frame aggregation, 2) codec bit rate adaptation and 3) application level redundancy. Frame aggregation techniques are mainly but not solely helpful for congestion control in core network, while the bit rate adaptation and redundant transmission are appropriate to combat the effects of packet losses in both core and radio network. 
Switching the frame aggregation on, i.e. combining two or more frames into one RTP packet is believed to help controlling network congestion, as long as network congestion is measured in units of packets (which is, in practice, today the case in all IP networks). Frame aggregation may also have some benefit for the radio network’s performance, due to the reduced packetization overhead and resulting reduction in sending bit rate as well as packet transmission interval.  If the packet or frame loss rate is further increased, frame aggregation obviously is not a valid solution for adaptation.  Therefore, we fear that frame aggregation is not always appropriate as an end-to-end optimization scheme, although it certainly has its virtues.  Optimizations based on frame aggregation should therefore not be mandated in the TS, but the choice should be left to the sender.  Guidelines may be provided, though.
Another alternative to react to packet loss conditions is to switch to redundant transmission, i.e. add one or more previous frames into each packet. Naturally, the frame redundancy increases the transmission bandwidth but the improved quality perceived by the user justifies in many cases the increased rate. 
We discuss frame redundancy here under the assumption that the packet loss rate is not affected by frame redundancy.  This condition is true if the packet loss rate is independent from bitrate and packet transmission rate, which in turn appears to be true for the radio access link, but not necessarily for the general IP link.  
It becomes impossible to distinguish the effect of the redundant transmission scheme from the receiver reports. However, if the packet loss rate does not increase, the user perceived quality will be improved due to reduced frame error rate in decoder. On the other hand, if the redundant transmission increased the packet loss rate, some other scheme should be utilised instead of it, or in addition to it. 
The effect of bit rate adaptation depends on the available bit rate range. Small bit rate reductions may have only marginal effect on packet loss rate especially when the available bandwidth cannot be utilised by any error correction. However, in bandwidth limited applications, the bit rate adaptation could provide the first aid.
Network jitter provides some information for the adaptation scheme. Relatively low jitter indicates that the radio link, which especially in HSPA case is the dominant source of jitter, is performing well. Hence, the possible packet loss cases are due to core network congestion. On the other hand, a high jitter value with packet losses indicates poor radio connection. Frame aggregation could be used in both conditions, while application level redundancy could be used for the latter. 
4. RTCP usage

RTCP messages are typically transmitted on regular basis. The required bandwidth for transmitting the feedback information is not insignificant. 
The MTSI specification should therefore contain the following guidelines:
The RTCP bandwidth and the size of RTCP packets should be kept as small as possible. The RTCP packet size can be minimized by using only those of the optional parts of RTCP (according to [2]) which are required by the application. (That’s in addition to the mandatory parts, of course).  Additionally, the RTCP sender can attempt to schedule RTCP packets during speech inactivity periods, if that’s helpful from a radio network utilization viewpoint. For example, if an RTCP packet is scheduled at a future time and a silence period starts, this RTCP packet could be sent immediately. The subsequent RTCP packets would be scheduled according to the normal rules (i.e. as if the previous packet was sent as originally scheduled).
In order to meaningfully run a sender based speech traffic optimization in the spirit of the Ericsson proposal [5], a certain minimum amount of RTCP traffic at perhaps regular intervals becomes necessary.  We suggest that such an interval could be around 2 seconds, which corresponds to 100 speech frames.

When a network designer, RAN groups particularly, know that in such regular intervals RTCP traffic with a certain packet size range will flow, they will be able to provision the network and their respective standards accordingly.  

In summary, RTCP receiver reports are the common tool for statistical feedback.  While they offer a bandwidth penalty, they do their job.  It appears to be possible to run a state machine comparable to the one proposed in [5] in the media sender, controlled by RTCP RR information.  In so far, we suggest it’s architecturally and technically cleaner and more aligned with the multimedia mission of MTSI, to rely on RTCP RRs exclusively.  

5. Conclusion
In this contribution we discussed the methods to handle packet losses in MTSI. The fundamental issue in selecting any method for error resilience is the feedback from the receiver on transmission conditions. It would seem obvious to use similar feedback mechanism for both point-to-point and point-to-multipoint connections as well as voice-only and multimedia telephony. RTCP provides functionality to convey the receiver’s packet loss count and network information to the sender who then can adapt the transport. 
The information about the capabilities on packetisation and media adaptation lies in the sender side. Therefore, the best possibility to proper media adaptation, and hence to best user experience, is when the information on the network conditions is provided to the sender as well. RTCP seems to be the best choice for it.
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