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1 Introduction 
This document is a follow up to Tdoc S4-060227 presented at SA4#39 in Dallas.  Since then, we have implemented the proposal and are now in the position to present a few results.  The combination of a simple XOR-based FEC on the application layer with subsequences in the video coding improves the reproduced picture quality significantly, without incurring the comparatively long intervals of corruption that can be expected when relying exclusively on back-channel based mechanisms.  More comprehensive results can be expected at SA4#40.  We have the hope to trigger a short discussion on the relevance of the environment employed.

2 Why forward channel protection
In Dallas, we had already a short discussion on the relevance of a forward-channel, application layer protection.  It was mentioned that such a tool may not be necessary.  Two rationales were given:

1. In MTSI applications, one can rely on the available feedback channel – why waste bits on forward channel protection, when feedback can solve the problem more efficiently and elegantly (and perhaps cheaper)?

2. Link-layer problems should be solved at the link layer.  Packet losses on the radio link can most efficiently be fixed with radio link technologies.

3. Source coding protection should be enough.

We respond to these concerns as follows:

Re 1: Experience with 3G324M products suggest that the round-trip delay in a working video-based system (including delays in the video codecs etc.) are in excess of one second.  We expect the round trip delay in the video channel when using RTP to be even larger, due to factors such as packetization delay.  This effectively rules out end-to-end packet retransmission algorithms utilizing the IETF/AVT retransmission draft.  The use of Full Intra Refresh or feedback-based reference picture selection appears possible, but the period of corruption will be in excess of one round trip delay (more than one second), and that is not good for the user experience.

Re 2: In a 3GPP-only environment, it may be possible to rely on link layer technologies alone.  (Whether this is actually cheaper remains to be discussed).  However, the MTSI WI spans also heterogeneous network environments.  When one user is behind a non 3GGP link (e.g. a DSL line, a loaded WLAN, the generic Internet, whatever…), end-to-end application layer protection in whatever form appears to be unavoidable.  Note that in heterogeneous environments the end-to-end delay, often, is expected to be worse than in a native 3GPP only scenario, therefore the exclusive use of feedback based mechanisms is even less desirable when compared to 3GPP-only scenarios.

Re 3: It’s fairly well understood and consensus at least in academia that source coding based error resilience (e.g. intra refresh, FMO, subsequences, …) have superior real-time behaviour, at the expense of suboptimal coding efficiency.  Considering the limited bandwidth available when radio links are involved, coding efficiency remains an issue for the foreseeable future.
In summary, we continue to believe it’s worth studying the use of forward, application layer protection mechanisms even in the MTSI environment.
3 Simulation Environment
In order to simulate the end-to-end behaviour of a non-trivial MTSI scenario that involves at least one non-3GPP radio link, we suggest that a hybrid simulation environment is required.  A group at the Helsinki University of Technology under the supervision of Professor Joerg Ott has started implementing such an environment, which will be available for public use.  SA4 may wish to adopt this environment (or at least the generic IP-part of it) for MTSI work, in case simulations are actually needed.

3.1 Our aim for the end of the year…

This advanced model can be outlined as follows:


[image: image1]
The Media Encoder generates RTP packets in simulated real-time.  The simulation environment is agnostic to the media type employed; audio, video, and other RTP streams can be used.  At present, we have a file based approach using the RTPdump file format, and we plan to keep the interface aligned to the format suggested in the Video ad-hoc (including non file-based approaches using pipes, for bi-directional simulations).  

The 3GPP link simulator, currently, utilizes our SA4 agreed simulator.
The IP network simulator is based on ns2, please see http://nsnam.isi.edu/nsnam/index.php/User_Information.  Ns2 is, today, the most commonly used tool for IP network simulation.  In the future, we plan to implement the 3GPP link simulator into the ns2 environment in the form of a Module.  Similar to the callback modules to attach media codecs.  Once that is done, the simulation environment becomes much simpler than what is currently envisioned in SA4, but we don’t expect the environment completely ready before late this year.

The Media Decoder consumes the RTP packets that “survived” the network simulation.  

3.2 Environment used in this document

At present, we are using a file-based approach, simulating only a forward channel.  Furthermore, the simulations of this document do not utilize the link errors on the 3GPP link.  (One could argue that we used a very well optimized radio link ( ) and worried only about the errors on which 3GPP standardization has no influence on, namely those on the DSL line.  Link errors are additive; in so far, we can expect worse results when radio link errors are present in addition to IP network link errors.
ns2 was set to discard 0, 1%, 3%, and 5% packets.  The loss pattern was generated by a fairly simple network model and the losses are distributed roughly even.  We can easily set up more complex IP network simulations, and would like to receive guidance from SA4 and MTSI ad hoc on what type of data folks would like to see.

The Nokia video encoder was set to produce bit streams aligned to what we are using in the video ad hoc.  The simplest simulation runs, denoted as “64000” correspond to a video channel bitrate of 64 kbit/s (including packetization overhead), one slice and packet per picture, and intra refresh of around 5%.  In addition, we also employed sub-sequences.  They are a native tools of H.264 baseline; every standard compliant decoder needs to be able to decode them.  Sub-sequences, when employed correctly, can make a bit stream much more robust to errors at negligible cost in coding efficiency (at some operation points, the coding efficiency actually goes up), and without delay impact.  In so far, a reasonable implementation of an MTSI H.264 encoder will likely employ sub-sequences.  In our simulations, we use a PppPpp picture structure, denoted as 64000-Ppp.  Assuming a one packet per frame packetization strategy, using this picture structure results in a error tolerance three times higher than a regular PPP coding structure, since two thirds of the packets can be lost without lasting impact on the reproduced quality.  Please see Tdoc 060227 for more details.  (To those advocating older video codecs – yes, we can’t use subsequences in older codecs, and therefore don’t propose their use.  Of course, the picture quality when using H.264 will be significantly better than when using the older codecs, and that’s how it should be considering the higher cost of H.264).  No intra picture refresh was used as this is seen as adding too much delay.  The exception to this rule is that we looped the coded sequence in the compressed domain, and therefore each sequence starts with an IDR.
Finally, we also employed FEC to protect the P pictures of the “base layer”.  When running FEC, we utilized a proprietary mechanism that is roughly comparable to the ULP draft currently under consideration in IETF/AVT.  “Roughly comparable” means here that the overhead and the performance of the (XOR) FEC code are similar, but the details of the implementation are not aligned.  The reason for the only rough alignment lies in the recent changes in the ULP spec.  We protected only two P frames of the PppPpp coding structure.  Due to the slightly larger size of P pictures (due to numerically smaller quantization and larger temporal distance), the overhead is around 20%.  To be on the save side, the video stream was encoded at 44000 bit/s, and the resultrs are denoted accordingly as “44000 FEC”. 

As for the media decoder, we used the Nokia video decoder.  No error concealment was employed as it adds little value when using a one frame per packet strategy.

4 Results and Lessons learned
As an example, this documents includes a plot over time of the luma PSNR at a loss rate of 3%.  When averaging the PSNR values of each reconstructed picture, the PSNR from the regular 64000 case and from the 64000-Ppp case are similar.  The PSNR of the 44000-Fec case is consistently about 2dB lower.  This can be observed throughout the error rates, including the 0% error.
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What’s pretty easily observable is that the periods of low quality, when using FEC, are considerably lower than on the other cases.  When using Ppp, the drop rates are a bit longer.  Without any advanced error resilience, the drop rates are fairly extensive.
What the PSNR graph does not express is the subjective quality difference, in particular between the sub-sequence simulations and the regular settings.  This can be most efficiently shown in a short video clip, to be demostrated at the meeting.  Clearly, the quality of the 64000 plain setting is considerably worse than anything else.  This stands in stark contrast to the objective results in which the average PSNR for the 64000 plain case is competitive.  We are currently investigating whether we have still a bug in the association between the reconstructed frames and the original source sequence.  Nevertheless, we reconfirmed our scepticism towards the use of PSNR in error prone environments.
Even without testing anything less sophisticated than H.264 baseline with intra refresh and ConstrainedIntra on, we also reconfirmed our believe that at least one advanced error resilience tool of H.264 serves its purpose very well, and should be at least informally recommended in the TR on MTSI.  

We plan to continue investigating the combination of FEC and subsequences.  The current subjective results are promising, but the objective results are not compelling.  We will investigate whether this is the result of a bug in the measurement software.

5 Proposal
We propose

1. Our understanding is reconfirmed that heterogeneous link environments are within the scope of the MTSI WI

2. Our understanding is reconfirmed that application layer protection mechanisms for video are within the scope of the MTSI WI

3. Our understanding is reconfirmed that said application layer protection may include mechanisms such as Audio Redundancy Coding and application layer based FEC (ULP, RFC2733, MBMS FEC framework, whatever). 
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Reverse RTCP traffic potentially including AVPF and CCM video back channel data.  Note that at least the ns2 simulator can be configured to create own RTCP traffic.
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