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1 Introduction

In the process of specifying the media handling for IMS Multimedia Telephony, there was a discussion during SA4#39 about how to ensure the performance of the speech jitter buffers. A first proposal of minimum performance requirements for speech jitter handling was presented in [1]. The discussion produced an agreed outline for the speech jitter buffer minimum performance specification, see [2]. This document provides an updated proposal for minimum performance requirements. It is built on the previous proposal in [1] but takes into account the additions highlighted in [2] as well as provides further information about how the verification procedure could be performed.

The proposal presented in this document is divided into three parts. In section  ‎2

 REF _Ref134928837 \r \h 
‎

 REF _Ref134928837 \r \h 
‎, a high-level overview of the model is given. Section ‎3 defines objective criteria including a definition of the reference jitter buffer as well as the objective metric proposed. Section ‎4 provides the subjective requirements and section ‎5 summarize the proposal. Appendix A contains the Matlab code of the reference jitter buffer.

2 High-level overview
The minimum performance requirements are divided into two parts, objective requirements and subjective requirements. The objective requirements consist of criteria for delay and induced concealment operations while the subjective requirements provide criteria for the overall speech quality including jitter buffer adaptation artefacts.  In order for a jitter buffer implementation to pass the minimum performance requirements criteria, both subjective and objective criteria must be met.

There are two design guidelines that any jitter buffer implementation used in IMS Multimedia Telephony shall follow.

1. The overall design of the jitter buffer shall be to minimize the buffer fill level at all times while still following the minimum performance requirements of jitter induced decoder concealment operations.

2. If the limit of jitter buffer induced concealment operations cannot be met, it is always preferred to increase the buffer fill level in order to avoid growing late losses and re-bufferings going beyond the stated limit above, even if that means that the SA1 end-to-end delay requirement is violated.

3 Objective minimum performance requirements

The objective minimum performance requirements are divided into two parts.

1. Limiting the jitter buffer fill level to provide as low end-to-end delay as possible.

2. Limiting the induced decoder concealment operations, i.e. setting limits on the allowed induced losses in the jitter buffer due to late losses and re-bufferings.

This proposal is based on defining an upper limit on the jitter buffer fill level and an implicit lower limit on the jitter buffer fill level in terms of allowed late losses. The idea is to have a requirement which indicates what balance an implementer should have between conversational delay and allowed late losses. Hence, the model proposed uses a theoretical jitter buffer implementation which will define the upper limit on the buffer fill level. The late loss rate of the tested jitter buffer is calculated during the tested session while the jitter buffer fill level is calculated and compared with the reference jitter buffer every time a frame is consumed from the buffer.

Further, the jitter buffer under test would be compared towards this reference buffer using a specific set of synthetic channels which show different kinds of jitter behaviour that can be expected to occur in realistic IMS Multimedia Telephony deployments. In order to pass the compliance with the minimum performance requirements, the tested jitter buffer would need to pass both requirements as indicated above in five out of six of the tested synthetic channels. For a definition of the requirements, see sections ‎3.2.4

 REF _Ref137953915 \r \h 
‎ and 3.3

 REF _Ref137953917 \r \h 
‎.

The reference algorithm uses a sample-based adaptation mechanism to control the jitter buffer fill level and hence, the tested jitter buffer is assumed to have time scaling functionality. However, this does not prohibit other adaptation mechanisms to be used, but if such adaptation mechanisms only allow adaptation to occur at specific instances, realistic evaluation methods need to be used such as the correct application of source-controlled rate operation periods, see section ‎3.2.3.

In order to construct realistic test cases also for the objective testing, a test speech file has been constructed using speech test sequences used in AMR compliance testing [3]. Six different speech samples, male and female, has been concatenated into one speech file 25 seconds long and the file has then been looped until it has become 150 seconds long. The resulting speech file has then been encoded using the AMR-NB source code in [4] compiled with the VAD1 option. The VAD decision for each speech frame has been extracted and the resulting VAD decisions has been concatenated into one total VAD file which is equal in length as the delay traces used in the compliance testing. Both the speech file and the VAD decision file are attached to this contribution. 

3.1 Jitter buffer reference model

The proposal for minimum performance requirements of the jitter buffer relies on a definition of a reference adaptive jitter buffer model. The idea of such a model is to compute the delay that the jitter buffer would impose on an RTP stream that is transmitted over a transmission chain which induces jitter and possibly also packet loss. A real-world implementation is then allowed to deviate from this to a certain degree. 

The reference algorithm proposed here is a very simple algorithm which bases the current target jitter buffer level on the history of the previous received packets. It is based on only packetizing one speech frame per RTP packet. The total end-to-end delay is not a factor in the model, only the variation of the delay matters. A high-level walk through is shown below, a Matlab implementation is shown in appendix A.

1. Load channel profile and find length (in terms of RTP packets) of channel trace

2. For each delay entry in the channel profile

a. Compare current delay entry with min_delay and max_delay value from the j latest frames and update max and min values if needed

b. Calculate current diff_delay value as the difference between max_delay and min_delay

c. Set current jitter buffer target level to diff_delay

d. If the jitter buffer target level has been changed, then adapt the jitter buffer fill level using allowed amount of time scaling k. The current jitter buffer fill level only updated in full 20 ms steps.

e. Store current jitter buffer level

3. After all delay entries has been processed

a. Calculate total late loss rate and see if it is below late loss limit r
i. If below, find maximum fill level and reduce by one frame

ii. Repeat from 3a, exit when equal or above the late loss limit

The only parameters that need to be set in the model are the memory depth factor j, allowed time scaling amount k and allowed late loss rate r. A proposal for these factors can be found in section ‎
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‎3.2.1. 
3.2 Jitter buffer performance metrics

The jitter buffer performance metric is based on the service requirement from SA1 [5]. Hence, the end-to-end delay should be in the range 150-400 ms with the lower limit as the design goal and the upper limit being the threshold above which service no longer complies with the requirement for IMS Multimedia Telephony and violates the real-time criteria. 

If the end-to-end delay is lower than the lower limit in the SA1 requirements, there is no real gain in terms of enhanced conversational quality to try to keep the delay lower. If the end-to-end delay is in the targeted region for IMS Multimedia Telephony however, there is a need to avoid implementations of jitter buffers that introduce unnecessary delay just for the purpose of reducing the risk of late loss. An unnecessary high buffer target fill level will put higher demands on the other processing nodes in the transport chain, in the HSPA case especially the scheduler, which would in turn cost in capacity if the SA1 service requirement still is to be met. Therefore, in order to secure a fair trade-off between late loss and end-to-end delay, some simple rules are proposed. 

3.2.1 Reference model settings

The proposed metrics in the following sections assumes that the settings i, j, r in the reference model are set as follows.

· j, the memory depth factor is set to 200 frames

· k, the maximum allowed time scaling amount during the whole session is set to +/- 15%

· r, the maximum allowed late loss rate is set to 0.4%

Further, the model assumes that one frame is transported per IP packet with no redundancy. For cases where more than one frame is transported per packet or redundancy is used the required additional extra jitter buffer fill level is allowed.

3.2.2 Channels

The model is applied on a number of channels. These channels have been synthesized according to specific guidelines and are not supposed to be full-scale simulated channels of various 3GPP access types. However, they do represent realistic situations which will occur in typical 3GPP IMS Multimedia Telephony deployments. The idea is to have channels which will span the jitter behaviour space to a large enough space so that the behaviour of the tested jitter buffer will be tested sufficiently well. Six different channels are proposed:

1. Low-amplitude, static jitter characteristics throughout the session, similar to a low load HSPA situation.

2. Hi-amplitude, static jitter characteristics throughout the session, similar to a high load HSPA situation with low mobility.

3. Low/high amplitude, changing jitter during the session, similar to an hand over situation between HSPA cells with different load

4. Varying jitter situation with high amplitude jitter mixed with low amplitude jitter and high packet loss rate. Similar to a loaded HSPA system with high UE mobility.

5. Moderate basic static jitter characteristics with occasional moderate delay spikes, significant packet loss rate. Similar to an evolved GERAN system with non-persistent RLC re-transmissions in tough environments.

6. Moderate basic static jitter characteristics with severe delay spikes appearing frequently. Similar to the usage of a WCDMA R99 64 kbps interactive RAB in the uplink and HSDPA in the downlink. 
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Figure 1. The six channels profiles used in the compliance testing. All channels have a 100 msec fixed delay, the jitter is on top of that. All channels are 7500 IP packets long and a value of -1 indicates a packet loss. The channels are attached electronically to the submission.

3.2.3 Input data and source-controlled rate operation configuration

When testing the jitter buffer implementation, a speech input file shall be used in order to correctly create non-active speech periods in the channel. Although the creation of the channels above has assumed 100% speech activity, the delay traces are still valid when source-controlled rate operation is used. The VAD pattern that shall be used has been created using a concatenation of six speech files taken from the AMR-WB test sequences [3]. The files used are 

1. T04.INP - Female speech, active speech level: -19.4 dBov, flat frequency response

2. T05.INP - Male speech, active speech level: -18.7 dBov, flat frequency response

3. T06.INP - Female speech, ambient noise, active speech level: -35.0 dBov, flat frequency response

4. T07.INP - Female speech, ambient noise, active speech level: -25.0 dBov, flat frequency response

5. T12.INP - Male speech, ambient noise, active speech level: -34.9 dBov, flat frequency response

6. T13.INP - Male speech, ambient noise, active speech level: -24.8 dBov, flat frequency response

The files have been concatenated into one file which was looped until the total length was 150 seconds. The AMR-NB source code from [4] compiled with VAD option VAD1 has been used to extract the VAD flag for the concatenated file and the resulting VAD decision file has been repeated until a file containing 7500 VAD decisions has been created. The resulting VAD file is attached electronically.
3.2.4 Jitter buffer max level metrics 

In order to provide an upper limit of what expectations that can be put on the jitter buffer implementation, the following metrics are proposed. There is no need for the jitter buffer implementation to have a higher buffer fill level than the reference jitter buffer model in order to avoid late losses.

	Criteria no
	Reference jitter buffer max fill level
	Test jitter buffer current fill level exceeding reference jitter buffer

	
	
	20 msec
	40 msec
	60 msec
	80 msec
	100 msec
	>=120 msec

	1
	20 msec
	Allowed
	Allowed
	Allowed
	<10%
	<5%
	<2%

	2
	40 msec
	Allowed
	Allowed
	<10%
	<5%
	<2%
	<1%

	3
	>= 60 msec
	Allowed
	< 10%
	< 5%
	< 2%
	<1%
	<0.5%


Table 1. Proposed jitter buffer maximum fill level metric.

11 out of 12 requirements in the table above must be met by the tested jitter buffer to pass the criteria for the respective channel.

3.2.5 Testing jitter buffer fill level

In order to test the jitter buffer implementation, the following procedure is can be used.

1. Use the channel profiles in section ‎3.2.2 together with the VAD decision file from section ‎3.2.3 to run the jitter buffer implementation to be tested. Each file is 7500 IP packets long and the VAD decision file marks the speech packets that arrive to the receiving client with 1 and the “DTX packets” with 0. Only the frames marked as active speech shall be forwarded to the jitter buffer with the correct time stamp. These forwarded frames shall serve as the basis for the delay criteria calculation. For each frame that is consumed from the jitter buffer, log the current jitter buffer fill level.

2. Use the same respective channel files to run the reference jitter buffer from appendix A. 

3. The output reference jitter buffer target level shall then be compared with the target level from the tested jitter buffer. Since the reference jitter buffer assumes 100% speech activity, only compare the target levels during active speech periods as indicated by the VAD decision file.

4. Calculate the difference in the jitter buffer target fill levels between the reference buffer and the tested buffer and compare with the limit stated in section ‎3.2.4 above.

An extended version of the reference jitter buffer model included in Appendix A which includes the source-controlled rate operation masking and a compliance check can be provided by Ericsson to 3GPP-SA4.
3.3 Jitter buffer induced concealment operations

There are two different ways of the jitter buffer to induce concealment operations of the decoder; late losses and ECU frames inserted due to re-bufferings. The total induced concealment operations are defined as the jitter loss rate:


jitter_loss_rate=late_loss+re-bufferings

where re-bufferings are expressed in units of 20 msec speech frames. E.g. if a session comprises 8000 speech frames where 12 are lost due to late delivery and 11 re-bufferings occur with in total 60 frames, the jitter loss rate would be:


jitter_loss_rate=12/8000+60/8000=0.9% 

In both cases, the decoder will produce concealment output which is a quality degradation factor. It is this total factor that must be limited. This limit is TBD.

4 Subjective testing

In order to verify that the jitter buffer uses the adaptation mechanisms in a responsible way, a subjective listening test shall be performed. The test shall be based on the channels used in the objective testing with proper speech samples including male and female speech in clean, noisy and babble environments. For completeness, it is recommended that some music samples also are used to mimic etc. music-on-hold or music ringback situations. The subjective testing shall be done using standardized procedures. A proposed test set-up and procedures are described below

4.1 Test specification

The processing steps required for generation of the speech samples are described below.

4.1.1 Pre-Processing

The source material shall be pre-processed according to the figure below.
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Figure 2 Pre-processing. 

The PS channel conditions shall be applied in the following way.
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Figure 3 Processing of PS channel conditions.

4.1.2 Processing for MNRU conditions

MNRU conditions shall be generated in accordance with [6].
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Figure 4 Processing of narrow-band MNRU conditions.

Proposed MNRU levels are 6, 13, 20, 27, 34 and 41 dBq.

4.1.3 Processing for Reference Condition

The reference condition shall be processed as follows. No frame losses shall be applied.
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Figure 5 Processing for reference conditions.

4.1.4 Post-processing

All simulations shall be made with one file where all sentences are concatenated into one long file. For the listening test, the processed files shall be divided into TBD sec long files.
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Figure 6 Post processing.
A window of length 1600 samples shall be used in the file separation.

4.2 Methodology

Subjective evaluation shall be used according to the Absolute Category Rating (ACR) methodology. The test subjects will rate each sound sample according to the following scale:

	Excellent
	5

	Good
	4

	Fair
	3

	Poor
	2

	Bad
	1


Table 2
Listening-quality scale.
The Mean Opinion Score (MOS) and the 95% confidence interval shall be calculated for each condition.

4.3 Source material
TBA

4.4 Experimental conditions
Listening data.

Number of talkers per condition: TBA
Listening system: headphones
Number of listeners: N
Each condition is processed with M different speech stimuli per talker.

Number of listener groups and randomizations: N
Estimated listening time: TBD

The test conditions are described below:

	Condition
	Description
	Packet loss rate (%)

	C1
	MNRU 6 dBQ
	

	C2
	MNRU 13 dBQ
	

	C3
	MNRU 20 dBQ
	

	C4
	MNRU 27 dBQ
	

	C5
	MNRU 34 dBQ
	

	C6
	MNRU 41 dBQ
	

	C7
	AMR-NB reference
	0

	C8
	PS Channel 1
	0

	C9
	PS Channel 2 
	0.24

	C10
	PS Channel 3
	0.45

	C11
	PS Channel 4
	1.82

	C12
	PS Channel 5
	6.03

	C13
	PS Channel 6
	0

	…
	
	


Table 3
 Specification of all test conditions
4.5 Minimum subjective performance requirements

The specific requirement to pass the subjective test is TBA.

5 Conclusion and proposal

The minimum performance requirements proposal presented in this document consists of two different parts, one subjective part and one objective part.

The objective part can be summarized as follows:

1. The maximum allowed jitter buffer fill level is defined by the reference algorithm presented in this document. Discrepancies between the tested jitter buffer and the reference jitter buffer are allowed according to Table 1. The adaptation mechanism of the tested jitter buffer shall, if required for correct buffer adaptation, comply with the VAD pattern created from the speech test file according to section ‎3.2.3. 

2. The total induced amount of decoder concealment operations shall be kept below TBD%. This includes both late losses and concealment operations stemming from re-bufferings.

The subjective part consists of a listening test which shall be performed with the jitter buffer to be tested using the six channels in section ‎3.2.2 above. 

The criteria to meet the subjective minimum performance requirement is TBA. 

Finally,  two overall design guidelines are required.

1. The overall design of the jitter buffer shall be to minimize the buffer fill level at all times while still following the minimum performance requirements of jitter induced decoder concealment operations.

2. If the limit of jitter buffer induced concealment operations cannot be met, it is always preferred to increase the buffer fill level in order to avoid growing late losses and re-bufferings going above the stated limit above, even if that means that the SA1 end-to-end delay requirement is violated.

Hence, Ericsson proposes that the model presented in this document is adapted to serve as the working assumption minimum performance requirement for the jitter buffer for speech media in IMS Multimedia Telephony.
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Appendix

Matlab code for the reference jitter buffer model presented in section ‎

 REF _Ref138749584 \r \h 
‎3.

function ref_jb(channel,memory_depth,delay_delta_max,target_loss)

  % A model of a reference jitter buffer

  % channel         = Input vector of delay traces

  % memory_depth        = history factor when estimating the max jitter

  %                   buffer level

  % delay_delta_max = max time scaling related modification (% of frame length) of the

  %                   delay

  % target_loss     = target late loss (%)

  % example syntax:

  % ref_jb(chan,200,15,0.5);

  framelength = 20;% the following algorithm assumes that the frame length is 20ms.

  delay_delta_max_ms = framelength*delay_delta_max*0.01;

  tscale = 0.1; % Scale factor of delay data

  % In this case the input channel vector is assumed to have one delay

  % entry per row, the entries are in 1/10th ms, a negative value denotes

  % a packet loss.

  x = channel;

  x =x';

  % remove packet losses

  % remove initial start-up empty frames

  ix = find(x > 0);

  x(1:ix(1)-1) = x(ix(1));

  % remove packet losses (replace with nearby delay values)

  ix = find(x < 0);

  packet_loss = length(ix)/length(x)*100;

  for n=1:length(ix)

    if (ix(n) > 1)

      x(ix(n)) = x(ix(n)-1);

    end;

  end;

  % convert time scale to ms

  x = x*tscale;

  L = length(x);

  T = 1:L;

  % estimate min and max TX delay, estimate a delta_delay

  for n=1:L

    ix = [max(1,n-50):n];

    max_delay(n) = max(x(ix));

    min_delay(n) = min(x(ix));   

    delta_delay(n) = max_delay(n)-min_delay(n);

  end

  % compute the max jitter buffer level with some slow adaptation

  % downwards, just to mimic how a jitter buffer might behave

  for n=1:L

    ix = [max(1,n-memory_depth):n];

    jb(n) = max(delta_delay(ix));

    % The time scaling is not allowed to adjust the jitter buffer max level

    % too fast.

    if n == 1

      jb_ = jb(n);

    end  

    delta = abs(jb_-jb(n));  

    if delta < delay_delta_max_ms;

      jb_ = jb(n);

    else

      if (jb(n) < jb_)

        jb_ = jb_-delay_delta_max_ms;

      else

        jb_ = jb_+delay_delta_max_ms;

      end

      jb(n) = jb_;

    end    

    % jitter buffer level can only assume an integer number of frames

    jbq(n) = ceil(jb(n)/framelength)*framelength;

    % compute estimated delay

    del(n) = jbq(n)+min_delay(n);    

  end

  if target_loss > 0

    % decrease the max jitter buffer level until a target late loss has been

    % reached.

    late_loss = length(find(del < x))/L*100.0;

    jbq_save = jbq; % as the max level is increased until the late loss > target one

                    % must be able to revert back to the previous data

    while late_loss < target_loss 

      jbq_save = jbq;

      jbq = min(max(jbq)-framelength,jbq);

      del = jbq+min_delay;

      late_loss = length(find(del < x))/L*100.0;

    end 

    jbq = jbq_save;

    del = jbq+min_delay;

  end

  late_loss = length(find(del < x))/L*100.0;

  disp(['late   loss ',num2str(late_loss),' %']);  

  T = 1:length(jb);

  plot(T,x,'c',T,jbq,'r');axis([1 L 0 300]);grid

  ylabel('delay & JB max level [msec]');

  xlabel('IP packet number');

  legend('TX delay','Max JB level');
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