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1 Introduction
At the SA4#39 meeting in Dallas we updated the draft IMS Multimedia Telephony (MMTel) specification TS 26.114 with initial specification text for video. The text was based on the specification for Packet-Switched Conversational Multimedia Applications TS 26.235 (see S4-060243). However, the corresponding specification for transport protocols TS 26.236 also includes limitations on the video packet sizes: 

Video packets should not be large to allow better error resilience and to minimize the transmission delay in conversational service. The size of each packet shall be kept smaller than 512 bytes.
With this contribution we would like to start a discussion on the benefits of limiting the packet sizes of video for MMTel. It is reasonable to assume that smaller packets will improve robustness and delay. In addition, there is also an issue with jitter when audio and video are transmitted in a single-RAB scenario, since large video packets will increase the amount of audio jitter.

This document shows some initial results of the benefits of limiting the video packet sizes in combination with interleaving audio and video packets in a single-RAB scenario. 
2 Test setup

The model used in our study was built on top of a pseudo real-time simulation environment developed at Ericsson. The overall flow diagram is in the Figure 1. 
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Figure 1
Flow diagram of audio-video transmission model in simulator
The video source is simulated by a combination of an H.263 video encoder and a delivery handler. The delivery handler can be configured so that either bursty or interleaved delivery of video packets can be simulated. Bursty delivery means that each encoded picture (or frame) is sent with the maximum throughput capacity of the output, independently of whether it is fragmented to several packets per frame or not. After transmissions the video source waits silently until the next picture is encoded. Interleaved delivery means that, if a frame is fragmented to several packets, their delivery timing is spread evenly over a given frame over one input frame interval.

The audio (speech) source is simulated by an AMR NB encoder, which delivers speech frames once per 20 ms evenly during talk spurts, and SID-frames once per 160 ms during silence periods (except at the beginning of a silence period where the separation of the two first SID-frames is 60 ms).

The channel model can be configured in several different ways. Here an e2e channel consisting of E-DCH uplink and HSDPA downlink radio interfaces as well as an IP core network between them were simulated. The model was originally developed for simulating audio transmission over HSPA channels, but can also be used for video telephony. In this study it was assumed that both video and audio packets share a single radio access bearer. Radio interfaces were loaded close to the maximum cell capacity.
The video destination is simulated by a combination of an H.263 decoder and a display regulator.
The audio destination is simulated by a combination of an AMR NB decoder using an adaptive jitter buffer with a sample-based adaptation mechanism developed internally at Ericsson.

When a packet has passed through the channel model, it is forwarded to either the video or audio destination by detecting the payload type defined in the RTP-packet structure.

The timing of all the model components were simulated with a certain given tick period, which was selected to be 62.5 s in these simulations (i.e one period of 16 kHz). 

3 Test results

Figure 2 and 3 show average the e2e delay of audio and video, respectively. The cases of bursty and interleaved delivery are compared next to each for different video packet sizes.
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Figure 2
Average e2e delays of video with different video delivery strategies
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Figure 3
Average e2e delays of audio with different video delivery strategies
Note that the audio (speech) delay in Figure 3 is increased due to the presence of video on the same bearer. For the case without video, the e2e delay is on the order of 190ms.
The “max jitter in a sliding window of 9 packets” (MaxJiti) used in Figure 4 is defined by equation ( 1 ),

( 1 )
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where dx is a transport delay of the packet x.  The transport delay means delay over the channel model, excluding simulated delays at the source and destination.
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Figure 4
Average of max jitter in a sliding window of 9 packets for audio with different video delivery strategies

4 Discussion
Figures 2 and 3 show that there are some delay reductions that can be made by using smaller video packets. Figure 4 shows that the audio jitter can be reduced substantially by interleaving audio and video packets in a single-RAB scenario.
Ericsson plans to continue with these experiments; different frame rates and bit rates will be tested next. We will look at both fixed maximum packet size limits and limits as a function on bitrate and framerate for the next meeting.
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