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1 Introduction
This contribution describes a simple form of application layer redundancy that is useful for MTSI services in order to handle high packet loss rates. The redundancy scheme that is proposed here follows the scheme that was presented in ‎[1]. The redundancy is a simple repetition scheme where frames are transmitted several times, in different RTP packets, with no further modification or processing.

The description of the simple application layer redundancy included here was written for voice but it may be useful also for other media such as text and video. The proposed test includes both general and speech specific requirements.
Draft text is also included for inclusion in the MTSI-MHI TS.
2 Background and design considerations

In ‎[1], some motivation for redundancy was given. This section gives further background information that was considered when developing the draft TS text.

2.1 Bit-rate neutral redundancy with AMR

When designing a redundancy scheme there is always a contradiction between, on one hand, error resilience for the own media and, on the other hand, increased network load that will deteriorate the situation for all users. The codec mode adaptation in AMR-NB and AMR-WB is the core feature that makes simple application layer redundancy possible without deteriorating the situation for other users. A fixed rate codec does not have the same possibilities.

With AMR, it is possible to add redundancy in an almost bit-rate neutral way or with only a slightly increased bit rate. The table below shows a few examples of the RTP payload sizes that different codec modes give.

	
	1 frame/packet [bytes]
(No redundancy)
	2 frames/packet [bytes]
(100% redundancy)
	3 frames/packet [bytes] 

(200% redundancy)

	AMR-NB 12.2
	32
	
	

	AMR-NB 6.7
	
	36
	

	AMR-NB 5.9
	
	32
	

	AMR-NB 4.75
	
	26
	39

	AMR-WB 15.85
	41
	
	

	AMR-WB 14.25
	37
	
	

	AMR-WB 12.65
	33
	
	

	AMR-WB 8.85
	
	47
	

	AMR-WB 6.60
	
	35
	53


Table 1. RTP payload sizes with the bandwidth-efficient payload format
As can be seen, AMR-NB 12.2 without redundancy to AMR-NB 5.9 with 100% redundancy gives RTP packets that have identical sizes. Since the packet rate is not changes, this is a bit-rate neutral solution for adding robustness against packet losses.
For most other cases, depending on the original codec mode and the codec mode used when sending redundancy, the bit rate is slightly increased. There are however some combinations where the bit rate is slightly decreased.
The proposal therefore includes requirements that the application should switch to a lower rate codec mode when application layer redundancy is added.

It is also proposed to support at least the following schemes:

· For narrow-band

· AMR 12.2 without redundancy

· AMR 5.9 with 100% redundancy

· AMR 4.75 with 200% redundancy

· For wide-band

· AMR 12.65 without redundancy

· AMR 6.60 with 100% redundancy

2.2 Generic Access
In the development of Generic Access, it was identified that the media stream may be transported over WLAN or even over the public Internet and that both these access types can have quite high packet loss rates. Short term packet loss rates of up to 20-30% are often reported. To handle these operating conditions, it was decided to that up to 200% redundancy should be allowed in the specification, ‎[2]. Since these networks typically are of best effort type and typically have no QoS mechanisms, it is required that the application handles these operating conditions and the only option may very well be to add redundancy.

For the cases where MTSI media is transported over the same access types, it is proposed to allow redundancy up to at least the same amount as for Generic Access.

2.3 HSPA
In ‎[1], it was shown that redundancy can be useful for MTSI services in HSPA in order to enhance the service quality even for quite high packet loss rates. For HSPA there are QoS mechanisms and admission control that should prevent most cases of severe packet loss rates. However, since the scheduler in HSDPA is not standardized, and implementations are possible, it is beneficial if the applications have a fall-back solution for handling worst case scenarios.

It is therefore proposed to use redundancy as a “safety net” or as a last option when all other possibilities fail.

2.4 End-to-end IP
In an end-to-end IP scenario, it is possible that one of the clients is using Generic Access. It is likely that IP packets are transported unmodified all the way between the clients. It is also likely that only the clients have the capabilities required to add and to decode redundancy.

Even though redundancy may not give any improvements for the local access type, it may give improvements for the far-end access type.

Handling of redundancy should therefore be mandatory for the terminals. 
2.5 Media gateways

Media gateways are typically used for inter-working between a packet switched access types and a circuit switched access types, for example:

· Client on HSPA (( MGw (( Client on circuit switched GERAN, UTRAN or PSTN.

· Client on EDGE (( MGw (( Client on circuit switched GERAN, UTRAN or PSTN.

· Client on GAN (( MGw (( Client on circuit switched GERAN, UTRAN or PSTN.

Out of these, redundancy is mainly useful when for the GAN access type. For HSPA and EDGE access types, transport layer redundancy, i.e. channel coding and modulation, is often more flexible and utilizes the varying channel characteristics more efficiently than application layer redundancy. Thus, application layer redundancy is not an absolute necessity for media gateways interfacing HSPA and EDGE but could, as stated above in Section ‎2.3, be useful as a fall-back solution.
For media gateways that know what PS access type they are interfacing, HSPA, EDGE or GAN, it is proposed to have redundancy as an optional feature for media gateways.

For media gateways that know that they are interfacing with a HSPA or EDGE PS access type and for media gateways unaware of its access type, it is proposed to have redundancy as an optional feature.

For media gateways that know that they are interfacing with GAN, it is proposed to have redundancy as a mandatory feature.

2.6 Implementation impacts

IP networks may result in packets being delivered out-of-order or even duplicated. The receiving applications must therefore always sort the received frames, in order to synthesize them in the correct order. Since the codecs use inter-frame prediction to remove inter-frame correlations and therefore stores several states, failing to do sorting means that decoding is made starting from the wrong states, which is likely to introduce distortions.
For the same reason, the receiving application must also verify that a frame is not used multiple times for the synthesis. Actually, to be fully compliant with the RTP protocol, the receiving application must do sorting and must remove duplicates.
When source controlled rate operation is used, the receiver must also analyze the RTP Time Stamp in order to timely insert NO_DATA frames in-between SID frames or in-between SID frames and active speech frames.

The simple form of application layer redundancy proposed here re-uses the functions for sorting frames and for removing duplicated frames that are already used in the receiver. Thereby, no new functionality is introducing in the decoder.
It is therefore proposed to have reception and decoding of redundancy as a mandatory feature, both for terminals and media gateways.

For the transmitting application, this simple form of redundancy proposed here will increase the memory requirements slightly since the application must store a few frames to be able to transmit them several times.
The amount of data that needs to be stored is however small enough to not prevent having redundancy as a mandatory feature for the terminals.

Media gateways need to handle many simultaneous calls. It is therefore proposed to have transmission of redundant media as an optional feature for the media gateways.
3 Proposal

It is proposed that:

· MTSI terminals and media gateways shall support receiving and decoding redundant media data.

· MTSI terminals shall support transmitting redundant media data.

· MTSI media gateways should support transmitting redundant media data.

Approve the included text to be included in the MTSI-MHI TS.
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--- To include in Section 2, References ---

[ref1]
RFC 2733, An RTP Payload Format for Generic Forward Error Correction.
--- To include in Section 3.1, Definitions ---
	Application layer redundancy
	Redundancy added by the application

Lower layer transport protocols are typically unaware about any amount of application layer redundancy

	Simple redundancy
	Speech frames are repeated in different RTP packets, no XOR operation is required as in [ref1]

	Original frame
	A frame that is transmitted in the current RTP packet and has not been transmitted in any preceding RTP packet

	Redundant speech frame
	A frame that is transmitted in the current RTP packet and has been transmitted in at least one preceding RTP packet


--- To include in Section 8, Packet loss handling ---
8.2
Speech
This clause specifies a simple application layer redundancy scheme that is useful in order to handle operational conditions with severe packet loss rates. Simple application layer redundancy is generated by encapsulating one or more previously transmitted frames into the same RTP packet as the current previously not transmitted frame(s). An RTP packet may thus contain zero, one or several redundant frames and zero, one or several original speech frames.

Application layer redundancy should be avoided for most normal operating conditions. The main usage:

· When the media is transported over a best-effort type of network with no QoS guarantees, for example Generic Access.
· As a “safety net” when all other actions fail.
8.2.1
General requirements
MTSI terminals shall support sending and receiving simple application layer redundancy as defined below.

MTSI media gateways shall support receiving simple application layer redundancy and should support sending simple application layer redundancy.

The bit rate of the transmitted media should not increase significantly when enabling redundancy. When application layer redundancy is used for AMR encoded speech media, the transmitting application may use up to 200% redundancy, i.e. a speech frame transported in one RTP packet may be repeated in 2 other RTP packets. When transmitting redundancy, the terminal therefore must switch to a lower codec mode rate. When redundancy is supported, the following speech codec and redundancy level combinations shall be supported:
Table 2 Required supported codec mode and redundancy levels combinations when redundancy is supported
	Redundancy level
	No redundancy
	100% redundancy
	200% redundancy

	Narrow-band speech
	AMR 12.2
	AMR 5.9
	AMR 4.75

	Wide-band speech (when wide-band is supported)
	AMR12.65
	AMR 6.60
	-


If the session setup determines that codec mode switching is not possible, then redundancy should be avoided unless the application knows that an increased bit rate does not deteriorate the operating conditions for other media streams.
Note: WLAN is an access type that is mainly packet rate limited and it is quite insensitive to the packet size, at least for packet sizes relevant for real-time speech media.

When application layer redundancy is used, codec mode changes should be allowed at any time and to any mode within the defined codec mode set.

Note: Depending on the defined codec mode set and also on the mode-change-period and the mode-change-neighbor parameters, it may take several frames to switch down to a mode that gives no increased bit rate. For example: If all codec modes are used, if mode-change-period=2 and if mode-change-neighbor=1, it make take up to 10 speech frames or 200 msec to switch from AMR 12.2 to AMR5.9.

Note: It is expected that redundancy is mainly used in end-to-end IP sessions where at least one of the terminals is using Generic Access. For this type of session, restrictions in mode changes do not give the same gain as for GSM-AMR.

In the case where codec mode changes must be aligned to every other frame, then it is recommended to re-negotiate the session to include the codec mode and redundancy level combinations as defined in the table below.
Table 3 Recomended codec mode and redundancy levels combinations when redundancy is supported and when codec mode changes must be aligned to every other frame
	Redundancy level
	No redundancy
	No redundancy or 100% redundancy
	100% redundancy
	200% redundancy

	Narrow-band speech
	AMR 12.2
	AMR 7.4
	AMR 5.9
	AMR 4.75

	Wide-band speech (when wide-band is supported)
	AMR-WB 12.65
	AMR-WB 8.85
	AMR-WB 6.60
	-


In the case where 100% redundancy is used for AMR 7.4 or AMR-WB 8.85, it is recommended to only use this mode temporarily and switch to the AMR 5.9 and AMR-WB 6.60 modes respectively as soon as possible.
8.2.2
Transmitting redundant frames

When transmitting redundant frames, the redundant frames should be encapsulated together with original media data as shown in figure 1 and 2 below. The frames shall be consecutive with the oldest frame placed first in the packet and the most recent frame placed last in the packet. The RTP Time Stamp shall represent the sampling time of the first sample in the oldest frame transmitted in the packet.

Note: When switching from no redundancy to using redundancy, the RTP Time Stamp may be the same for consecutive RTP packets. The RTP Time Stamp will even be decremented when switching from 0% redundancy directly to 200% redundancy.
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Figure 1 Redundant and original frames in the case of 100% redundancy, when the origianl packing is 1 frame per packet
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Figure 2 Redundant and original frames in the case of 200% redundancy, when the origianl packing is 1 frame per packet
These figures show only one original frame encapsulated together with one or two redundant frames. It is allowed to encapsulate several original frames with one or several redundant frames. The following combinations of original frames and redundant frames can be used:
Table 4 Frame encapsulation with different redundancy levels
	Original encapsulation (without redundancy)
	Encapsulation with 100% redundancy
	Encapsulation with 200% redundancy

	1 frame per packet
	<= 1 original frame and

<= 1 redundant frame
	<= 1 original frame and

<= 2 redundant frames

	2 frames per packet
	<= 2 original frames and

<= 2 redundant frames
	<= 2 original frames and

<= 4 redundant frames

	3 frames per packet
	<= 3 original frames and

<= 3 redundant frames
	<= 3 original frames and

<= 6 redundant frames

	4 frames per packet
	<= 4 original frames and

<= 4 redundant frames
	<= 4 original frames and

<= 8 redundant frames


A redundant frame may be replaced by a NO_DATA frame. If the transmitter wants to encapsulate non-consecutive frames into one RTP packet, then NO_DATA frames shall be inserted for the frames that are not transmitted in order to create frames that are consecutive within the packet.

When source controlled rate operation is used, it is allowed to send redundant media data without any original media, if no original media is available.

Note: When going from active speech to DTX, there may be no original frames in the end of the talk spurt while there still are redundant frames that need to be transmitted.

In the end of a talk spurt, when there are no more original frames to transmit, it is allowed to drop the redundant frames that are in the queue for transmission.
Editor’s note: This ensures that it is possible to use redundancy without increasing the packet rate. The quality degradation by having less redundancy for the last frames should be negligible since these last frames typically contain only background noise.

The RTP Marker Bit shall be set to 1 if the first frame in the RTP packet represents a speech onset frame. For all other packets the marker bit shall be set to 0.

8.2.3
Receiving redundant frames

In order to receive and decode redundant media properly, the receiving application shall sort the received frames based on the RTP Time Stamp and shall remove duplicated frames. If multiple versions of a frame are received, i.e. encoded with different bit rates, then the frame encoded with the highest bit rate should be used for decoding.

8.2.4
Other

The entity that enables redundancy should evaluate the performance before and after enabling redundancy. If redundancy gives a performance improvement, then the usage of redundancy may continue. In any other case, redundancy shall be turned off.
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