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1. Opening of the session (16:00 CEST)

As agreed during SA4#109-e:

	3GPP SA4 SWG Telco on FS_EMSA
	·         Discuss and agree use cases for edge media processing

	(16th July 2020 – 16:00-18:00 CEST)

Submission deadline:14th July 2020 23:59 CEST
	



Minute taker(s): Imed and Iraj
MBS SWG Tdoc list available at: 
https://docs.google.com/document/d/1pv7f_dks0Tzcnr46kXJ2QSCX7kvxEE7olI31VWIxZeI/edit?usp=sharing 
[bookmark: _heading=h.s2b2gjscvac7]2. Approval of the agenda and registration of documents
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	Agenda and Tdoc allocation for MBS SWG ad-hoc telco on FS_EMSA – 16th July 2020 – 16:00 to 18:00 CEST
	SA4 MBS SWG Chairman
	2
	


approved.
[bookmark: _heading=h.jtygwvma6c33]	
3.   Reports and liaisons from other groups
[bookmark: _heading=h.e3tb7kmr97sx]4.    FS_EMSA (Feasibility Study on Streaming Architecture extensions For Edge processing)
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Presenter: Iraj Sodagar, Tencent

Discussion:
· Thomas: on 3) There is only one logical AS in the 5GMS architecture, addressed by a single endpoint address. Mobility between instances of ASs is invisible to the application.
· Iraj: SA6 have a mechanism to switch EDGE servers.
· Thomas: maybe we call something else. For example hosting server. 
· Paul: if the user is highly mobile, it can run between different ASs. Fine with calling it an AS, or also something more neutral for now..
· Lucia: don’t understand why we can’t call it AS. hosting server is a specific type of AS.
· Richard: there is one logical AS in the architecture but realization into many. there could be multiple for reliability and scalability. Maybe 23.501 should have called it Application Service. 
· Thomas: agrees to what Richard said. Issue is very important. Change of AS means change of all addresses. Maybe through address reassignment or DNS.
· Richard: maybe you’ve got a single DNS entry or Anycast IP address.
· Fred: point 3 on mobility should be inherent for 5G systems. There should be native support by the 5G architecture.
· Thomas: it is then a question whether this is a 5G media question or should be addressed somewhere else like SA2 and CT1.
· Iraj: there are 2 different aspects, whether the underlying architecture provides connectivity for mobile users. The second is the placement of the AS. 
· Imed: reformulate as a requirement instead of talking about moving between ASs. 
· Thomas: same applies to 4.
· Iraj: terminology is not important. Concept is moving from AF/AS pair to another.
· Thomas: on what level the continuity is realized. Terminology suggests that this mobility is done at media/application level.
· Richard: reformulate number 3. maybe no need to even mention hosting server. 
· Fred: put 3 and 4 in brackets
· Richard: AS is the one doing decoding/encoding/transcoding
· Thomas: most of these are regular CDN issues/operations. Is the attempt to redefine CDN operations. Scale of latency 10s of milliseconds to several milliseconds.
· Iraj: the reason we’re bringing streaming use cases is to show that you need to run multiple instances of encoders, adjust number of bit rate steps. Content type is different and is not suitable for CDN distribution due to low popularity. Available resources, and proximity. I thought Edge is the term used in 3GPP.
· Thomas: not sure if 3GPP is working on Cloud computing. Edge is about minimizing the number of hops/latency. Very specific functionality. 
· Iraj: computational resources are distributed over the network. Small data centers distributed over the network. How is the load distributed? What is the right term?
· Thomas: this is different from Edge computing
· Iraj: for each user, you have a different AS. How are you going to run the workflows? Use cases where it makes sense to split the processing between close compute resources and far cloud. 
· Thomas: how do you define close? What are the numbers needed to run on Edge.
· Iraj: another aspect is the intermediate bandwidth.
· Thomas: that is a data center internal aspect
· Iraj: Is managing these distributed workflows a 5G issue? Or we just say we only care about the Edge.
· Thomas: use cases are currently formulated as a solution
· Iraj: the point is how to handle/manage distributed workflows? Can the current 5G architecture address them?
· Fred: Edge computing in 5G has a clear definition. The means to realize Edge are defined in 23.501 and in SA6 TR 23.558.
· Iraj: the attempt is to use what they have defined
· Paul: should not be we have an edge and this is what we use it for. Saw this contribution as going a good step forwards in clarifying how edge helps with streaming use cases, compared to the original version in the last call. It’s clear that more work is needed.
· Thomas: Edge should not be part of the use case. Document should be independent from the architecture
· Iraj: you’re only talking about latency and bandwidth. However, it is about discovering the computational resources. Then allocating/distributing the load. SA6 document also addresses these.
· Thomas: maybe need to extend the work item. Include not being an edge, e.g. cloud processing. 5G streaming today is passive streaming.
· James: in addition to bandwidth and delay, you can add location-based trigger. Maybe use network analytics to find AS that meets KPIs. Focus on use cases, KPIs, and triggers.
· Iraj: the subject to figure out what KPIs we need.
· Imed: formulated in very architecture/solution manner. 
· Iraj: happy to reformulate the use cases, with focus on KPIs. Worried about timeline.
· Fred: we have another call beginning of August.
· Thomas: Rel-17 was shifted by 3 months?
· Fred: EMSA is set to finish in December. 
· Conclusion: Noted
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Presenter: Imed Bouazizi, Qualcomm

Discussion:
· 
Iraj: do you see edge resources having dedicated hardware or resources, or can it be done using generic resources. 
Imed: there might be need for special hardware. Might require specific gpu for ray tracing. The application should express its needs in terms of processing requirements and the information should be exchanged between remote and xr server. XR server is the server running on the edge. Remote server is the application server running the central application.
Thomas: There are two aspects of the capabilities. One the capabilities for running applications. there is another capability from the device that what encoding to run. The XR server is higher level than the edge and require 50 ms latency and that’s why it needs to be run on the edge. 
If we have a second latency requirement, lower latency, the xr can be run on the cloud.
Imed: we have the quasi ? requirements that define where the services can be run.
Richard: How do you see this use-case in context of media streaming, as media streaming is the subject of this SI? Is XR server  a super powerful AS?
Imed: This might not look immediately related to streaming. But we believe 5GMS is designed to address more than streaming/but related to streaming. This use-case is related to streaming due to prerendering of the game on the edge and streaming it.
RIchard: THe objective of the study may expand the purpose of 5GMS.
Imed: while this is not the main purpose, that might be a result of the study.
Thomas: The XR  Server is not necessarily a super-duper uplink/downlink streaming. We need other protocols than streaming. It is also not scalable, since the rendering is done for each device individually.  
Iraj: is the subject of this study to identify the protocol?
Imed: If there is a need for changes to the protocols, at stage 3 we may define the protocol.
Fred: This SI may define the requirements for the protocol and format.
Thomas: there might not be necessary to define the protocol. We can just do stage 2 to define what architecture is needed.
Paul: it is a good use-case and shows the clear need of the edge processing. 
Imed: if the use-case in principle agreeable, we can add it to PD and refine it.
Iraj: can we mark the areas that need to be completed.
Imed. Agree.
Conclusion: Agreed


[bookmark: _heading=h.oxzu5udp85al]5.  Review of the future work plan
[bookmark: _heading=h.4obnlxcanbzs]
[bookmark: _heading=h.diqk47szgd8k]The group agreed an additional SWG AH Telco on FS_EMSA 11th August 1600-1800 CEST. Tdoc submission deadline is 4th August 23:59 CEST. Host: Qualcomm. Imed will act as chairman.
[bookmark: _heading=h.ybw7ycnct80y][bookmark: _GoBack]
6.  Any Other Business
None

[bookmark: _heading=h.fds4yojco2yb]7. Close of the session (18:00 CEST)

 The chairman thanked the delegates and closed the call.
 
8. 	Attendees
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