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About the DVB Project
Formed in 1993, the DVB Project is an industry-led consortium of broadcasters, manufacturers, network operators, software developers, regulators and others from around the world committed to designing open, interoperable technical specifications for the global delivery of digital media and broadcast services. DVB specifications cover all aspects of digital television from transmission through interfacing, conditional access and interactivity for digital video, audio and data. DVB dominates the digital broadcasting environment with thousands of broadcast services around the world using DVB specifications. There are hundreds of manufacturers offering DVB-compliant equipment. To date, there are over 1 billion DVB receivers shipped worldwide.
DVB specifications are published through the European Telecommunications Standards Institute (ETSI) through a joint technical committee with the European Broadcasting Union (EBU‑UER) and CENELEC.
Commercial requirements phase
In mid-2015, the DVB Project initiated work to standardise the application of adaptive media streaming to IP multicast. The primary aim was to enable efficient mass distribution of linear and non-linear media across multicast-enabled IP networks while retaining broad compatibility with existing adaptive media packaging technologies, in particular DVB‑DASH [1]. A critical requirement was for existing DVB‑DASH media players to be able to consume the output of the new DVB‑MABR system without modification. This combination of features allows consumption of streams by a wider range of end devices than the precursor DVB-IPTV specification [2].
The system may be required to adapt to different access network conditions, in which case it was envisaged that several different DASH representations could be made available as different multicast media streams and a receiver could switch between them using conventional multicast subscription mechanisms.
The use of IP multicast greatly reduces peak demand on unicast infrastructure, such as origin servers and CDN nodes, but there was a desire to knit multicast and unicast distribution together seamlessly. In particular, IP multicast transmission alone cannot guarantee reliable delivery, and unicast mechanisms therefore remain useful in recovering data lost in transit that cannot be recovered through other means (e.g. Forward Error/Erasure Correction). Conventional unicast media distribution can also speed up the start of a streaming session and is therefore useful in achieving fast channel change.
Technical specification phase
Having agreed commercial requirements, a first phase of technical specification work began in January 2017 and concluded three years later with the publication of DVB BlueBook A176 [3], also known as the DVB‑MABR Phase 1 technical specification.
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Figure 1: DVB-MABR functional architecture

Phase 1 technical specification (first edition)
An interim first edition of DVB BlueBook A176, published in March 2018, specifies in its clause 4 a reference architecture for the system expressed as a set of logical functions and a set of named reference points at the interfaces between them. The model (see figure 1 on the previous page, and the simplified version in figure 2 below) includes all control plane and data plane aspects of an end-to-end DVB‑MABR system. Control plane functions are shown as shaded boxes. Some interfaces and functions relevant to the wider ecosystem are included in the reference architecture to provide context, but are depicted with grey outline and text to indicate that they are outside the scope of the DVB‑MABR technical specification.
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Figure 2: Simplified DVB-MABR functional architecture
The primary data plane interface is M over which multicast transport sessions are conveyed from a Multicast server function to a population of Multicast gateway functions.
· Media objects, such as DVB DASH segments, are ingested by the Multicast server (clause 7.3) – via either a pull-based interface (Oin) or a push-based interface (Pin′) – and are serialised into a packet stream according to a DVB-standardised multicast media transport protocol. Each resulting multicast transport session is transmitted on an IP multicast group at reference point M. The multicast packet streams may additionally be protected by Forward Error Correction that is provided either in the same IP multicast group, or else separately.
· At the receiving end, the Multicast gateway function (clause 7.4) subscribes to (potentially multiple) IP multicast groups of interest at reference point M and reassembles received packets from each multicast transport session back into the original media objects. Any missing information is recovered via Forward Error Correction techniques (if available and currently subscribed) or, failing that, via unicast recovery at either reference point U (for RTCP-style packet retransmission) or A (for HTTP-based recovery). The reconstructed media objects are presented to a standards-compliant Media player function at reference point L.
The first edition of BlueBook A176 documents three different potential deployment sites for the Multicast gateway (clause 5). The location of this function determines where a multicast transport session is converted back to one or more conventional unicast streaming sessions, and therefore the “fan-out” point for the purposes of scaling the deployment.
1. The Multicast gateway function is deployed in a node at the edge of the operator’s network, such as a Multi-access Edge Computing (MEC) server. In this case, multicast transmission is terminated in the network core and multiple unicast sessions are presented to terminal devices across individual access network links.
2. The Multicast gateway function is embedded in a piece of customer premises equipment such as a home gateway router. In this case, multicast transmission is extended across the access network, but multiple unicast streams are still presented to terminal devices across the home network.
3. The Multicast gateway function is embedded in individual terminal devices. In this case multicast transmission is extended across core, access and home networks, maximising the potential reuse of network capacity. Since the conversion from multicast to unicast by the Multicast gateway happens inside the device, reference point L becomes a notional internal API, although this could still be realised using HTTP (c.f. MBMS Client).
Phase 1 technical specification (second edition)
The second edition of DVB BlueBook A176 adds flesh to these bones. It specifies a choice of two different multicast media transport protocols that can be used to format multicast transport sessions at reference point M:
A profile of FLUTE version 1 [4] based on annex L of TS 26.347 [5]. The 3GPP profile of FLUTE is extended by DVB‑MABR to support the low-latency delivery of individual CMAF chunks as individual FLUTE delivery objects at reference point M.
A profile of ROUTE based on annex A of ATSC A/331 [6]. DVB-MABR additionally specifies the low-latency delivery of individual CMAF chunks when ROUTE Entity mode is chosen at reference point M.
Clause 9 specifies a data model for the technical metadata required to run a DVB-MABR system, along with a serialisation of the data model expressed in XML Schema Language (annex A). The data model is intended primarily to describe multicast transport of DVB‑DASH media sessions, but provision has also been made to describe HLS sessions.
RESTful HTTP interfaces to configure instances of the Multicast server and Multicast gateway functions with this technical metadata are also specified (clause 9.4). Both pull- and push-based configuration mechanisms are supported, including a means for a Multicast server to carousel configuration to Multicast gateway instances via a special multicast transport session designed for this purpose. (This latter feature especially facilitates the deployment of DVB-MABR in unidirectional networks such as Direct Broadcast Satellite, but can also be applied in bidirectional networks.)
Clause 6 specifies a mechanism to bootstrap the start of a media streaming session. Requests from a Media player for a presentation manifest are directed in the first instance via reference point B to a Multicast rendezvous service that has knowledge of the deployment configuration. In particular, it knows whether a Multicast gateway is available to handle the request. If so, the Media player is redirected to the most suitable Multicast gateway which assumes control of the playback session at reference point L.
[bookmark: _GoBack]In the simplest deployment scenario, the Multicast rendezvous service is hosted in an Internet Service Provider’s network (clause 6.1), but an option to place this function adjacent to a locally deployed Multicast gateway is also specified (clause 6.2) in order to maintain the same basic rendezvous procedure in unidirectional deployments. A mechanism to discover a local Multicast rendezvous service function is also suggested (clause 6.4).
Clause 8.2 specifies a unicast recovery mechanism at reference point A that a Multicast gateway can use to repair gaps resulting from multicast packet loss. In order to minimise the additional load that this places on the network (which, by adding to the downstream network congestion that caused multicast packet loss, risks further exacerbating it) the recovery mechanism is based on compact HTTP range requests.
Packet-level recovery via reference point U remains unspecified in the first technical phase.
Future work
There wasn’t time to standardise reporting from the Multicast gateway at reference point RS (clause 10) during the first phase of technical specification, so this is a potential work item for a second technical specification phase. In addition, it is hoped to build stronger links to related DVB specifications for service discovery, low-latency DASH and targeted advertising.
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