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1
Introduction
This document provides a brief summary and updates on external activities that may relate to stage-2 and stage-3 work on 5G Media Streaming.
2
DASH-IF
2.1 Ingest Specification Overview

The latest draft is available here: https://dashif-documents.azurewebsites.net/Ingest/master/DASH-IF-Ingest.html
Some example deployments for live streaming, mapping to the architecture defined in DASH-IF live Task Force. Figure 1 shows an example where a separate packager and origin server are used.
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Figure 1 Example setup schema with CMAF ingest and DASH/HLS ingest
The broadcast source is used as input to the live ABR encoder. The broadcast sources can be original SDI signals from a broadcast facility or TS streams intercepted from a broadcast that need to be re-used in an OTT distribution workflow. The live ABR encoder source performs the ABR encoding of the tracks into CMAF tracks and functions as the ingest source in the CMAF ingest interface. Multiple live ABR encoder sources can be used, providing redundant inputs to the packager, which is the media processing entity consuming the CMAF ingest. The packager is receiving the different CMAF tracks. The ingest follows the CMAF Ingest specification in this document, allowing for failover, redundancy and many of the other features related to the content tracks. The live encoder source performs the following tasks:

· It demuxes and receives the MPEG-2 transport stream and/or HD SDI signal

· It formats the metadata in these streams such as SCTE-35 or SCTE 104 to timed metadata tracks

· It performs a high quality ABR encoding in different bit-rates with aligned switching points

· It packages all media and timed text tracks as CMAF compliant tracks and signals track roles in kind boxes

· It POSTs the addressable media objects composing the tracks to the live packager according to the CMAF ingest specification interface defined in this document.

· The CMAF ingest allows multiple live encoder sources and packagers to be deployed benefiting from redundant stream creation, avoiding timeline discontinuities due to failures as much as possible.

· In case the receiver fails, it will reconnect and resend as defined in the section on failover once it reconnects

· In case the live encoder source fails it will restart and perform the steps as detailed in the section on failover

The live encoder source can be deployed in the cloud or on a bare metal server or even as a dedicated hardware. The live encoder source may have some tools or configuration API’s to author the CMAF tracks and feed instruction/properties from the original SDI or broadcast into the CMAF tracks. The packager receives the ingested streams, and performs the following tasks.

· It receives the CMAF tracks, grouping switching sets based on switching set constraints

· When packaging to MPEG DASH, an adaptationset is created for each switchingset ingested

· The near constant fragment duration is used to generate segmenttemplate based presentation using either $Number$ or $Time$

· In case changes happen, the packager can update the manifest and embed inband events to trigger manifest updates in the fragments

· The DASH Packager encrypts media segments according to key information available. This key information is typically exchanged by protocol defined in Content Protection Interchange Format (CPIX) this allows configuration of the content keys, initialization vectors and embedding encryption information in the manifest

· The DASH packager signals subtitles in the manifest based on received CMAF streams and roles signalled in kind box

· In case a fragment is missing and SegmentTimeline is used, the packager may signal a discontinuity in the Manifest presentation description

· In case a low latency mode is used, the packager may make output available before the entire fragment is received in the chunked transfer encoding

· The packager may also have a proprietary API similar to the live source, for configuration of aspects like the segmentTimeBuffer, DVR window, encryption modes enabled etc.

· The packager uses a DASH or HLS ingest to push content to an origin server of content delivery network. Alternatively, it could also make content directly available as DASH or HLS as an origin server. In this case DASH/HLS ingest is avoided, and the packager also serves as the origin server.

· The packager converts the timed metadata track and uses it to convert to either MPD Events or inband events signalled in the manifest.

· The packager may also generate HLS or other streaming media presentations based on the input.

· In case the packager crashes or fails, it will restart itself and wait for the ingest source to perform the actions as detailed in the section on failover

The content delivery network (CDN) consumes a DASH/HLS ingest, or serves as a proxy for content delivered to a client. The CDN, in case it is consuming the POST based DASH/HLS ingest performs the following tasks

· it stores all posted content and makes them available for HTTP GET requests from locations corresponding to the paths signalled in the manifest

· it occasionally deletes content based on instructions from the ingest source, in this setup the packager

· in case low latency mode is used, content could be made available before the entire pieces of content are available

· It updates the manifest accordingly when a manifest update is received

· It serves as a cache proxy for HTTP get requests forwarded to the packager

In case the CDN serves as a proxy, it only forwards requests for content to the packager to receive the content,and caches relevant segments for a duration N until it expires.

The client receives DASH or HLS streams, and is not affected by the specification of this work. Nevertheless, it is expected that by using a common media application format, less caching and less overhead in the network will result in a better user experience. The client still needs to retrieve license and key information by steps defined outside of this specification. Information on how to retrieve this information will typically be signalled in the manifest prepared by the packager.

This example aims to illustrate how the specification defined in this document can be used to provide a live streaming presentation to clients, this example does not preclude other ways of using the specification and protocols defined in this document.

A second example can be seen in Diagram 10. It constitutes the reference workflow for chunked DASH CMAF under development by DASH-IF and DVB. In this workflow a contribution encoder produces an RTP mezzanine stream that is transmitted to FFMPEG, an open source encoder/packager running on a server. Alternatively, a file resource may be used. In this workflow FFMPEG functions as the ingest source. FFMPEG produces the ingest stream with different ABR encoded CMAF tracks. In addition, it also sends a manifest that complies with DASH-IF and DVB low latency CMAF specification and MPD updates. The CMAF tracks also contain respective timing information (prft etc.). In this case the ingest source implements interface 2 DASH ingest. But as in this case the DASH presentation uses CMAF, the media and track constraints of interface 1 are also satisfied. By also resending CMAF Headers in case of failures both interfaces may be satisfied.

The origin server is used to pass the streams to the client, and may in some cases also perform a re-encryption or re-packaging of the streaming presentation as needed by the client (in case encryption is needed for example). The target client is DASH.js and an end-to-end latency of maximum 3500 ms is targeted.

This example DASH reference workflow uses DASH Ingest that does not employ encryption and timed metadata and uses CMAF formatting. This exploits the synergies between the two interfaces defined in this document hence the ingest between FFMPEG and the origin server may implement both interfaces simultaneously.

To receive the stream as a CMAF ingest for re-packaging at the origin the following steps can be applied. This is the case where interface 1 and interface 2 are used interchangeably, hence the live encoder can either ingest to an origin that supports interface 2 with CMAF formatting, including the requirements from interface 1.

1. Ignore the DASH Manifest

2. Ignore the segment names, only look at the relative path to identify the stream names

3. Ignore the HTTP Delete commands

The approaches for authentication and DNS resolution are similar for the two profiles/interfaces, as are the track formatting in case CMAF based media are used. This example does not use timed metadata. The ingest source may resend the CMAF header or init fragment in case of connection failures to conform to the CMAF ingest specification. The origin server can then be used to repackage or re-encrypt the streams.

To receive the stream as a DASH Ingest in this workflow, the steps described in DASH Ingest may be applied.
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Figure 2 DASH-IF Reference DASH-IF Live Chunked CMAF Production Workflow
2.2 Content Protection Exchange Interface (CPIX)

The latest specification is available here: https://dashif-documents.azurewebsites.net/CPIX/master/Cpix.html. The specification will be sent to ETSI for formal. 
The scope of this document is to define a Content Protection Information Exchange Format (CPIX). A CPIX document contains keys and DRM information used for encrypting and protecting content and can be used for exchanging this information among entities needing it in many possibly different workflows for preparing, for example, DASH or HLS content.

Some use cases and workflows for content preparation where content protection information is exchanged between or carried through some entities is shown below.
4.2.1. On-Demand Content

The flow for preparing On-Demand Content requires that a media asset is available non-encrypted, ideally in the maximum resolution so that an adaptive streaming presentation can be prepared.

One possible flow is that a Content Management System (CMS) creates a workflow ensuring that DASH Content is prepared. The CMS makes the file available to a transcoder. The transcoder outputs the segmented files that can be encrypted. The encryption engine either generates the Content Keys or requests them from a DRM system. The DRM system also provides PSSH boxes to be added to the media files, as well as ContentProtection elements to be added to the MPD file. When the encrypted DASH Content is ready, the MPD is generated by a MPD Generator It asks the DRM system the required DRM Signaling to be added in the MPD. DASH content is then uploaded by the CMS on a CDN making it available to users. In parallel, editorial metadata is exported to the Portal, enabling access to users. DRM systems receive relevant metadata information that needs to be included in the license (output controls) when creating a license.

This flow is summarized in the figure below where arrows show the flow of information.
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Figure 3 Example of workflow for On-Demand Content preparation
.

4.2.2. Live Content

Metadata is regularly imported with new or updated information. Metadata can include different type of information on the EPG events such as the duration of the event, the list of actors, the output controls usage rules, a purchase window, etc.

Content is continuously received, transcoded in the desired format and encrypted if any type of entitlement is required.

One or many Content Keys can be used if key rotation is used or not. Such setting is static and configuration is hard-coded in the relevant equipment, hence a Content Management System is not required for this workflow to operate. As for Content on-Demand, keys are generated by the encryption engine or the DRM system and are available to all DRM systems and the encryption engine at the right moment depending on how these keys are used. The encoder requests to the DRM systems their specific signaling, if any, to be added in the MPD.

Encrypted segments and the media manifest are uploaded on a CDN making it available to users.

Metadata is exported to the Portal, enabling access to users. DRM systems receive relevant metadata information that needs to be included in the license (output controls).

This flow is summarized in the figure below where arrows show the flow of information.
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Figure 4 Example of workflow for Live Content preparation
2.3 Low-Latency DASH

The CR for low-latency DASH is progressing and is expected to be ready for community review by Q2/2019.

This clause provides basic requirements and recommendations on how to signal and configure a low latency mode. Detailed implementation guidelines for service offering and clients are provided in clause 4.X.4 and 4.X.5, respectively.

Figure 1 provides a basic flow of information for operating a low-latency DASH service. The DASH packager gets information on the general description of the service as well as the encoder configuration. The encoder produces CMAF chunks and fragments. The chunks are mapped by the MPD packager onto Segments and provided to the network in incremental fashion. Segments are not delivered as a whole, but progressively as they are generated.
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Figure 5 Basic operation flow Low-Latency DASH

The key technologies for LL-DASH are briefly summarized in the following. Detailed requirements for service offering and clients are provided in the remainder of clause 4.X.3.

· The encoding is based on fragmented ISO BMFF files and typically CMAF Fragments and CMAF chunks are assumed.

· Each chunk is individually accessible be the DASH packager and gets mapped to an HTTP chunk that is uploaded to an origin server. This 1-to-1 mapping is a recommendation for low-latency operation, but not a requirement. By no means the client should assume that this 1-to-1 mapping is preserved to the client.
· A low delay protocols, e.g. HTTP Chunked Transfer Encoding, of partially available Segments is used such that clients can access the Segments before they are completed. The availability start time is adjusted for clients being able to make use of this feature. 

· Two operation modes are permitted

· Simple live offering is used by applying @duration signaling and $Number$ based templating

· Main live offering with the SegmentTimeline as either $Number$ or $Time$ is supported by the proposed updated in DASH Amd.5. 

· MPD validity expiration events are encouraged to be used but are not essential for clients to be understood.

· Generally, Inband event messages may be present, but clients are only expected to recover those at the start of Segments, not at arbitrary chunks. DASH packagers however may receive notifications from the encoder at chunk boundaries or completely asynchronuously using the timed metadata tracks. For details refer to the DASH-IF ingest protocol [reference]. 

· It is permitted in a single Media Presentation and within one Period of a Media Presentation to have Adaptation Sets that are using the chunk mode and Adaptation Sets using short segments.
· A certain amount of playback control of DASH client on the media pipeline may be available and should be used for robustness of DASH clients, for example the playback may be accelerated or decreased for some period of time, or may do a seek into Segments.

· The system is designed to be workable with standard HTTP/1.1, but also should be applicable to HTTP extensions and other protocols for improved low-latency operation.

· The MPD includes explicit signaling on the service configuration as well as the service properties (for example including the target latency of the service). 
· MPDs and possibly also Segments include anchor times that allow DASH clients to measure the current latency compared to live and adjust to meed the the service description parameters.

· Operational robustness is addressed, for example encoder failures.

· DRM and encryption modes are checked to support low-latency and highly scalable operation.

The work relies on updates provided in MPEG-DASH including

· Producer reference time

· Service description

· DASH Profile for CMAF content
2.4 Ad Insertion

The CR for Ad Insertion is progressing and is expected to be ready for community review by Q2/2019.

The following use cases are addressed.
VoD

In this case content is statically defined and made available on demand to clients. Ad insertion takes place at pre-defined placement opportunities within the content. Opportunities are located at conventional pre-, mid-, and post-roll positions within the content.

No restriction is placed on the duration of the inserted ads. Service providers may choose to fill the opportunities when the client first requests content and/or when the client playout approaches the opportunity location. Service providers may also choose to skip an opportunity, in which case content will seamlessly continue. 

If possible, content should be preconditioned such that segment boundaries are created at placement opportunities.
(Do we need any additional aspects, for example trick play, rewind)?
Live

In this case content is being made periodically available to clients as part of a live event. Placement opportunities are signalled by the content author via in-band cues such as SCTE-35. Service providers may have the right to replace a subset or all of the placement opportunities that occur.
Opportunities will have an explicit expected duration announced with them and may come with little to no pre-warning. Inserted advertisements will replace in stream content and should exactly match the expected opportunity duration to avoid delaying the main content.

While opportunities are generally expected to match the announced duration, in practice opportunities may be terminated early by the content author in response to the occurring event. In this case, the main content will take priority and the inserted advertisement will be cut short at the point of in-stream opportunity termination.

In addition to early termination, opportunities may be extended by the content author in response to the occurring event. In this case, the service provider may elect to return to the main stream and use the original in stream content for the remainder of the break or treat the extension as a new opportunity and fill the announced extended duration.

Service providers may choose to skip a replacement opportunity entirely, in which case the original in stream content will be played instead.

If in-band cues are used to signal opportunities, the content encoding should produce exact segment boundaries at the cue points.

Recorded Live

In this case content is a capture of a live stream that is made available on demand to clients. Placement opportunities are the same that occurred during the original live event. Service providers may have the right to replace a subset or all of the placement opportunities that occur.
Opportunities have an explicit duration and default content associated with them. Inserted advertisements will replace the default content and may vary in duration from the original content.
Service providers may choose to skip a replacement opportunity, in which case the default content will be played instead. Service providers may also choose to remove a placement opportunity, in which case the content before the opportunity will seamlessly transition to the content after the opportunity.
Pre-Roll into Live

In this case a service provider desires to present an advertisement prior to entering a live stream. The advertisement is a static asset that is available on demand to clients and the live stream is being made periodically available to clients as part of a live event.

The advertisement may be of any duration desired and is not associated with any conditioning or markers in the live stream.
Following the playout of the advertisement, the client will join the live stream and no longer be able to access the original advertisement.
The following architectures are considered


[image: image6.emf]ABR encoder

Encryption

ISO BMFF/CMAF

Packager

MPD Generator 

and DASH 

Packager

Metadata

Ad Prepared

Media

IF

-

1

Ad Insertion

MPD Manipulator

(Proxy)

Ad prepared MPD

Ad Prepared Segments

IF

-

2

Ad avails (SCTE-35)

IF

-

3

Ad Decision and 

Ad Content Server

Ad Decision and 

Exchange 

Interface

DASH  

Access Client

Ad avail 

processor

MPD with ads

Segments

IF

-

5

Reference

Playback 

Platform

IF-4

Media 

Pipeline

Audio

Media 

Pipeline

Video

Ad 

Reporting

Server

Ad Tracking

IF-6

Config


Figure 6 Server-Side Ad Insertion (SSAI) Architecture
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Figure 7 Server-Guided Ad Insertion (SGAI) Architecture

2.5 Events

The work in DASH-IF on events was reported in an LS at SA4#103.
2.6 DASH-IF IOP v5

A new version of DASH-IF IOP is generated that addresses pre-dominantly

· CMAF as Segment format

· Consistent timing model

· Simplifications based on industry experience
· Consistent use of the above mentioned enablers.

· Many other aspects
2.7 Test and Conformance Tools

Test and conformance tools are continuously updated:

· Test vectors

· Content Conformance

· Reference Client

· Live Simulator

· And recently an RfP was issues to integrate a low-latency work flow into FFMPEG
3  CTA WAVE

CTA WAVE develops specifications around interop for streaming, for some more details see here: https://cta.tech/Research-Standards/Standards-Documents/WAVE-Project/WAVE-Project.aspx
Specifications and Test Suites:
· Web Media API Snapshot 2018 (CTA-5000-A) (published Dec 2018)
· Similar to our TS26.307, but supported by test suite see below.
· Content Specification (CTA-5001-A) (published Dec 2018)
· Defining CMAF profiles
· Web Media Application Developer Guidelines (CTA-5002) (published Dec 2018)
· Guidelines to develop apps and services
· Device Playback Capabilities Specification (CTA-5003) (published Dec 2018)
· Requirements on devices for playback, currently focussing in MSE-based playback but not excluding player interop
· Web Media API Snapshot 2017 Test Suite:

· Online hosted version - free for public access (unblock port 8050)
· Open Source version (for porting to e.g. smart TVs)

In addition, to support the above content and device specifications, test suits are developed. An overview can be seen on Figure 8.
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Figure 8 Expected CTA WAVE test assets
At this stage, 4 different test assets are expected:

1) Test Runner that extends the WMAS tests in order to add media playback

2) Automated framework to detect playback behavior supported by dedicated test content sources and an observation framework

3) A content verifier that enables to check CMAF/CTA WAVE content against correctness

4) A set of test content based on CMAF with a specific MPD format for annotation. This can be used for playback tests

4  DVB

Ongoing work:
· DVB-I service layer

· LL-DASH with DASH-IF

· ABR Multicast

· Target Ad Insertion

· 5G Study Mission: How to integrate DVB-I onto 5G Distribution

Also testing is expected to be done based on the below overview.
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Figure 9 DVB Test overview
5  MPEG

We have been informed regularly, but here is a summary:

· CMAF third edition will address alignment with DASH segment formats

· For DASH

· Amendment 5 is integrated into a 4th edition, but FDIS ballot is deferred to MPEG#127. Key technologies in 4th edition are (i) support for Low Latency DASH, (ii) updates to Events, (iii) profile signaling consistent add initialization and (iv) several other enhancements. 
· New discussion on addition of Ad Insertion content to live workflows.
· An Amd.1 to the 4th edition is created with two main additions for now: Event Processing and a DASH profile for CMAF.

· Many other activities, but for also a 5G and MPEG AHG was formed.

One key aspect added in MPEG is the ability for Service Description. Figure K.1 shows an extended client model that includes the ability to provide explicit service description information to the DASH access client. The information may origin from the service provider and may be delivered by application defined signalling, may be generated in the application or may be delivered by the MPD as defined in K.4.
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Figure K.1 Extended Client Model with service description

The service description parameters may for example be used by the DASH access client for rate adaptation, playback control of the media engine, for the selection of Adaptation Sets adjusted to the service description or for other client control playback operations.
6
Proposal
It proposed to take into account the work in different organizations when executing stage-3 work. Whenever necessary, 3GPP should communicate with the relevant organizations to align the specifications. Finally, 3GPP should ensure that for the specifications in developed in during 5GMS stage 3, there is a development of test, conformance and reference tools and should align these efforts as well.
�	Dr. Thomas Stockhammer, tsto@qti.qualcomm.com
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