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1 Introduction
One objective of the Study Item on SAND (FS_SAND) [1] is:

· Improved adaptation on the client side, based on network/server-side information such as cached Segments, alternative Segment availability, and network throughput/QoS.

In SA4 #89 an opportunity to improve user experience with DASH streaming by network assistance of the DASH client was presented [2] and the use case was agreed.
The present document includes a text proposal to TR 26.957 on simulation and test results for this use case.
2 TR 26.957 text proposal
2.1 Simulation & test results

To verify the need for network assistance, simulations and lab tests are performed with and without the network assisting the client in rate adaptation. The simulations are made comparing two different client rate adaptation algorithms with a Network Assistance Rate Adaptation algorithm, NARA. The first client algorithm is based on client throughput measurements, where the media rate for the next segment download is selected based on the average throughput of the three last downloads. The second client algorithm is based on client buffer fill level, where the media rate is gradually increased with the increase of buffer fullness. The lowest media quality is selected when the buffer fullness is 30% or lower, while the highest media rate is selected when the buffer fullness is 80% or higher. The NARA algorithm is based on network throughput estimations of the next-coming period. 

The simulations were made streaming a video session of 120 seconds long and with media segment length of 10 seconds, while the lab tests were made streaming a video session of 60 seconds long and with media segment length of 2 seconds.
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Figure 1 Buffer filling strategy used for all rate adaptation algorithms

Figure 1 shows the buffer filling strategy in the video client in the simulation case, but the principle is the same in the lab tests. The maximum buffer level is 3 media segments, i.e. 30 seconds, and the video playout starts when the buffer is filled with one media segment, i.e. 10 seconds of video. While playing the video, the client continues to fill the buffer up to 3 media segments. The downloading of media segments is paused until 2 media segments remain in the buffer and a new segment is downloaded. The maximum buffer level is not reached due to one media segment is always playing.
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Figure 2 Simulations of average re-buffering time (30s buffer, 10s segments)

Figure 2 shows the average re-buffering time, i.e. the audio/video stalling time, over an increase of number of video users in a cell. These LTE system simulations were made in a 3GPP case 1 scenario, with a UE speed of 3 km/h and an inter-site distance of 500 m with 9 cells in total. There is also web-traffic in the background to create a mixed traffic scenario. 

With increased load (number of video users /cell) and non-assisted rate adaptation, the average re-buffering time increases linearly, while with use of NARA - the average re-buffering time increases much more slow.
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Figure 3 Lab test with video clients using a client throughput based algorithm and a client using network assistance

Figure 3 shows results from tests made in a LTE lab environment comparing  a client throughput based algorithm and a client using network assistance, taking the average of 10 repetitive tests. Web traffic in the background and varying link quality corresponding to a UE speed of 3 km/h was used. The tests are made to evaluate if a throughput based client rate adaptation algorithms can make quicker decisions if it selects the media rate for the next segment download based on the average throughput of only the last media segment download. It may be seen in the top graph that the client still does not have the latest information of link throughput, and more re-buffering will occur when the link throughput decreases more rapidly compared to using the rate information with network assistance.    
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Figure 4 Throughput boosting to fill buffer at low buffer levels

As shown in Figure 4, throughput boosting (temporary increase of network throughput for this client) may be used in certain occasions to speed up the filling of the client buffer. In the beginning of the session throughput boosting may be used to shorten the time to playout, giving a better experience for the user. During the video session it may happen that the buffer level is very low due to large changes in the link throughput, and to avoid stalling of the video playout throughput boosting may be used to quickly re-fill the buffer to a certain level. When the network applies the throughput boosting the client should be informed, in order to not cause the client to be misled in available link throughput which may lead to that the client makes an erroneous media rate selection when the throughput is back to normal again, without boost, and selects a higher media rate than suitable for the next segment download. It should also be combined with a limit in allowed media rate not to cause unnecessary load.   

3 Summary and Proposal
It is proposed to 

· Add the proposed TR text in clause 2 to TR 26.957
· Evaluate further the gains achieved with the network assistance approach outlined above and identify the gaps and possible amendments of SAND to enable these gains. 
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