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1. Opening of the session (22:00 CET 11th February 2014)
The MBS SWG chairman, M. Frédéric Gabin (Ericsson), welcomed the delegates to the conference call.

Charles Lo (Qualcomm) volunteered to take notes of the conference call.
2. Approval of the agenda and registration of documents
429, 429R1
Agenda was approved.

Allocation of documents was agreed.

3. Reports and liaisons from other groups

4. MI_EMO 



Flute enhancements
431n, 

Doc-431 from Qualcomm was presented by Thomas:

Document was presented during last SA4 meeting but not addressed fully due to late submission.  Represents architecture portion of overall FLUTE+ proposal.

Thorsten: progressive consumption is considered here like streaming of linear content; how could trick modes be supported, e.g. seeking into future portion not yet received. 
Thomas: seeking would not be permitted, similar to YouTube delivery over progressive download.  
Imed: disagrees - could open up another TCP connection and seek a byte range into future.  Thomas: he is not pushing for this feature.

Imed: also asks for the use case on this issue.  
Thomas: Client can start consuming file when initial pieces are sent.

Thorsten: is actually asking about on-demand mode, whereby entire content is already available at sender, but receiver starts consumption before receiving entire content.  As soon as sending on-demand file using static MPD, it should mean that all fragments are supposedly available to the receiver.  This in principle allows client to request contents which is not received over MBMS yet.  How is this different from live delivery case?

Imed: whatever is available over unicast can be made available over broadcast.  A key topic in MBS is content offloading from unicast to broadcast.

Thorsten: want to clarify that is no different from DASH live instead of DASH on demand for this use-case.

Imed: key phrase of contention is "On-Demand" – this bullet is really about progressive download over FLUTE; could include a sub-case of DASH on-demand.

Thorsten – want to include some text that describes if seeking is employed, then unicast delivery may be necessary to fulfil delivery.

Charles: suggest removing wording of contention – the DASH On-Demand format Representation. Thinks the distinguishing point here is that achieving progressive download functionality.

Thorsten thinks playout/consumption "on the fly" already is possible in previous bullets.

Thomas: think it's not necessarily the case – typically FEC recovery requires receiving entire object before consumption can start.

Imed: question on bullet 3 re. sub-blocking as requirement.  Does this imply sub-blocking for FEC itself?  Thomas: this simply means can still use existing features such sub-blocking for high efficiency and reduce demand on processing and memory.

Cedric: requests clarification on implication of timed Media Segments.  Frederic: also trying to understand what already exists, what is new, and what to be improved.  Thomas: it seems this is mis-interpretation of the main message; just want to make sure various types of media can be delivered, including timed media segment.  Fredeic: initially understood the list of bullet of requirements; now understand this is a catalog of properties of source data to be supported for FLUTE+ delivery.  Frederic: the specific requirements to come out of this descriptive list need to be made very clear.  Cedric: should clarify this list on what is already fully fulfilled vs. desiring enhancements.

Thomas: delivery of multiple objects in interleaved fashion may have trouble for support in currently spec.

Thorsten: FLUTE already allows multiple objects can be sent (identifed by TOI) and interleaving of them is possible.

Imed: agrees that multipart MIME is a form of combining files for delivery

Frederic: these source properties as described are not new properties or not necessarily well supported by FLUTE today

Frederic: let's take the bullet items of section 2 “Source Data Properties” individually and determine whether they can/should be improved:

First two bullets are fine
Third bullet – only keep first two sentences

4th bullet – the segments need to be delivered in a sequence of time, and the consumption is also based on sequence of time.  Frederic suggests to make the description of 4th and 5th bullets very simple/concise – just to say a sequence of HLS Segments or a sequence of DASH Segments of a Media Presentation.  These bullets will be reworded by Thomas

6th bullet: Thorsten: think this is about chunked mode delivery – may wish to say so directly. Frederic: might add the source file can be progressively downloaded.  Rewording to be worked offline by Thomas.

7th bullet: this is about live content and streaming in chunked mode (before full segment is yet available).  Thorsten thinks the file size can be already known and yet be sent in chunks.  Thomas doesn't think this is possible – assumption is that overall file size is not known, but the sender can send them in chunks as they become available.  Thorsten: in linear TV delivery, the Segment size of 1 sec is already know and Segments get delivered, but if HTTP chunked delivery performs the function as Thomas describes, would not persist in objecting.

8th bullet: ok to keep

9th bullet: ok

Thorsten: wants to confirm ALC is never used for source delivery.  Thomas: may allow it for source delivery to support backward compatibility, while ALC is used for repair flow: ALC, LCT and FEC BB used to build the full repair protocol.  Imed: why is ALC used on right side, for example the method in RFC 6681 can be used?  Thomas: RFC 6681 is for packet delivery protocol; here the entity for delivery/protection is an object.  If interest is to recover individual packets, should be using RTP instead.  Packet is a structure delivered over a network; here the delivery entity is not the entire packet.  Thorsten: suggest calling it a source block.  Thomas: the delivery on left side of diagram is not a packet stream – but is a sequence of objects.  With object delivery protocol, doesn't make sense to be delivering packets.  Imed: would like for flexibility, when aggregating chunks, when chunks are of variable size.  Thomas: FECFRAME use in RTP is to create entire RTP packet.  Imed: payload is the entity to be delivered/protected; if encoding symbols don't match packet boundaries this might not be efficient.  Thomas: FEC is not about protecting at packet level.  Imed: think FLUTE+ should be protecting both packet and objects.  Thomas: this might be related to MMT – the portion to be protected should be a larger piece anyways, why need to know length of entities when these could be aggregated to larger entities?

Imed: want to clarify right hand side of diagram for ALC is just to adopt the FEC BB, not the Congestion Control BB.

Thomas: we want to align at a functional level.  Why is it that what is recovered are payload of source packets?

Stanley: contribution networks have mission to recover the entire packet.  Thomas: do you mean BM-SC needs to recover the entire packet, because these were lost en route to BM-SC?  Thorsten also wishes to understand the problem.

Thomas: what the application wants to consume is the object, as the payload of a packet, not the entire packet itself.

Imed: If encoding symbols don't align with boundaries of packets, lose efficiency/performance.  Doesn't quite agree ALC should be used for repair protocol.  On receiver, if only can recover partial segments, may still be useful.  If use FEC BB, not aligning encoding symbols – not able to optimize.  Thomas: at source can align whatever desired, but on FEC side what Imed is saying still does not make sense.

Thomas: if want to recover payload of source packets, this is a different model – why do you want to do this?  Recovery is of a byte range, i.e. a portion of an object.

Imed: encoding symbol is not properly aligned falls into two source packets – losing that symbol means losing two source packets.  This is different from RTP operation.

Thorsten: want source symbols that align with encoding symbols and this is not equivalent to aligning encoding symbols with packet boundaries.

Imed: if single source symbol, FEC constructs encoding symbols differently than construction of source symbols.

Thomas: not understanding Imed's model .

Imed: wants to allow variable size source symbols

Imed: cannot agree on this architecture unless we make ALC optional

Thomas: cannot understand how FEC would work if ALC is removed.  Imed: can use RFC 6681.  Thomas: if use RFC 6681, then you're talking about packet delivery and no longer employing LCT.

Frederic: without ability to see numerical gains among solutions – it seems not reasonable to try to progress on architecture.

Thomas: to move forward need to break down problem into smaller pieces

Frederic: to make working assumption without clarifying the gains seems not the right approach; can we put the issue of ALC aside? 

Thomas: can we agree that whatever is the application transport should run over LCT?

Thorsten: would like to see practical benefits achieved.  OK with separate source and repair delivery, except some issues with "DMD". Thinks with chunking use, may come out with different architecture.
Thomas: will work on revising the architecture to address concerns raised.
Thorsten: don't see inclusion of backward compatible mode in the architecture

Stanley: why reference to HTTP response as terminology?

Charles – this is mainly to state the emulation of HTTP message.

Imed: we don't need full HTTP response – such as certain other headers; just a MIME-part header would be more suitable; also byte range doesn't seem necessary.  Just Content-Location, Content-Encoding, caching directives etc. would be sufficient.  HTTP response be definition includes something like 200 OK.  Entity header contains 200 OK – that is required for HTTP.

Frederic – we can note the document, based on agreements of some parts



432pp, 



433pp, 



434pp, 



435pp,

Use cases

430pp,

5. Review of the future work plan

The group agreed to schedule another telco 10th March 1700 CET for 2 hours on the topic of MI_EMO.

6. Any Other Business



None



7. Close of the session (23:59+1minute CET 11th February 2014)
The chairman thanked the delegates and closed the meeting.
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14. Close of the session (23:59+1minute CET 11th February 2014)
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