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1 Introduction

In order to perform rigorous and repeatable comparisons, the design of the experiments must be properly constructed.  This document describes a comparison methodology design to facilitate such a comparison.

The detailed proposals are provided in section 2.
2 Proposal

2.1 Ideal Results Harmonization

Differences in the ideal results must be harmonized to insure that a fair comparison of the device performance can be achieved.  Differences in the ideal results indicate that there are differences in simulations assumptions and methodology.  There are several cases where the ideal results differ.  These differences must be resolved before the final selection.  These differences also must be resolved before using them for realistic environment comparisons.
Concerns remain with some test cases, including the following:

LD1, LD6, LD11, and LD16.

2.2 Performance Calibration

The main goal of this evaluation is for FEC performance.  Because implementation is on a real device, many operations that are non-essential to the FEC operation are required.  These include reading and writing from hard disk drive / flash, unpacking a stream of particular formatting (such as PCAP), and reading data from a particular socket.  Additionally, performance of a standard algorithm on the device should be compared to insure that device performance results are comparable.  This is to insure that the impact of these peripheral operations is quantified and are excluded from FEC performance comparison.
The proposal is to compare the CPU and memory requirements as well as throughput performance for these common or non-essential operations.  This serves to verify the metrics and experimental the setup, and focus the comparison on the FEC.  

For reading / writing from disk / flash, compare all the performance metrics (CPU utilization, memory, and throughput) for reading and for writing a 500MB file.  

For unpacking a stream, compare the performance all the performance metrics (CPU utilization, memory, and throughput) for receiving a 500MB file and removing the payload data.
For receiving data from a particular socket, compare all the performance the performance metrics (CPU utilization, memory, and throughput) for receiving a 500MB file.

Finally, compare all the performance the performance metrics (CPU utilization, memory, and throughput) for calculating for calculating the first N prime numbers and for sorting a linked list of N integers.
2.3 Test Cases

It is proposed to use the following test cases for evolution of the performance:

Code Performance:

	Test Case
	K
	N
	Channel

	CP3
	256
	282
	IID Pe=5%

	CP4
	1024
	1127
	IID Pe=5%

	CP5
	8192
	9012
	IID Pe=5%

	CP8
	256
	308
	IID Pe=10%

	CP9
	1024
	1229
	IID Pe=10%

	CP10
	8192
	9831
	IID Pe=10%


LTE Download:

	Test Case
	Error conditions
	Bitrate

kbit/s

	LD1
	Markov, 3km/h, 1%
	266.4

	LD2
	Markov, 3km/h, 1%
	266.4

	LD3
	Markov, 3km/h, 1%
	266.4

	LD6
	Markov, 3km/h, 5%
	266.4

	LD11
	Markov, 3km/h, 10%
	266.4

	LD21
	Markov, 3km/h, 1%
	398.4

	LD22
	Markov, 3km/h, 1%
	398.4

	LD23
	Markov, 3km/h, 1%
	398.4

	LD41
	Markov, 3km/h, 1%
	1065.6

	LD42
	Markov, 3km/h, 1%
	1065.6

	LD43
	Markov, 3km/h, 1%
	1065.6

	LD61
	Markov, 120km/h, 1%
	266.4

	LD62
	Markov, 120km/h, 1%
	266.4

	LD63
	Markov, 120km/h, 1%
	266.4

	LD81
	Markov, 120km/h, 1%
	398.4

	LD82
	Markov, 120km/h, 1%
	398.4

	LD83
	Markov, 120km/h, 1%
	398.4

	LD101
	Markov, 120km/h, 1%
	1065.6

	LD102
	Markov, 120km/h, 1%
	1065.6

	LD103
	Markov, 120km/h, 1%
	1065.6


LTE Streaming:

	Test Case
	Error conditions
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s

	LS1
	Markov, 3km/h, 1%
	1
	266.4

	LS2
	Markov, 3km/h, 1%
	1
	398.4

	LS3
	Markov, 3km/h, 1%
	1
	1065.6

	LS25
	Markov, 120km/h, 1%
	1
	266.4

	LS26
	Markov, 120km/h, 1%
	1
	398.4

	LS27
	Markov, 120km/h, 1%
	1
	1065.6


2.4 Experimental Runs

To insure consistency between experimental runs, FEC software should be terminated and restarted between each experimental run and between each experimental test vector.  The software is to be started in the same state for each experimental test vector, if multiple test vectors are used.  The FEC should not store any data in memory, on disk, in flash, or in any other storage means between experiments or test vectors.
The order of payload data must be consistent between experimental runs (before application of the error pattern).  The order of payload data must not be changed.
Prior knowledge of the test vector should not be used by the FEC.
2.5 Comparison Platform

The device selected should be running a clean OS.  Specifically, no applications should be running, except for the FEC and any measurement software utilities.  
The comparison should be performed with the FEC software running on single CPU.  All other CPU cores should be disabled.  Offloading of FEC or other OS processing to an alternate CPU is not allowed.

The comparison device should not have any hardware or chips manufactured by a candidate company.  This is to insure that processing is not offloaded to an alternate CPU on the device.

2.6 Software Tools

To insure the accuracy and repeatability of results, common software for injecting errors, transmitting payload data, receiving payload data, reading and writing to disk/flash, and for evaluating the performance metrics must be used.  This software must be either provided by an independent third party, or if it is provided by a candidate, source code and compilation instructions to produce the provided executable / object code must be provided.  Test vectors (describing the error patterns) must be provided by a third party.
2.7 Verification

To insure the accuracy of the result for comparison, verification must be performed by an independent third party.  The third party verification must use commonly accepted double blind testing methodologies.  Each of the FECs must be prepared such that they have a common user interface, such that there are no distinguishing characteristics, other than the target metrics.
2.8 Evaluation Criteria Weighting
· The relative weighting between transmit and receive overhead performance and the throughput performance shall be agreed before results are generated.
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