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1 Introduction
This document provides more details on the simulation conditions for MBMS as they had been used for the Rel-6 Application Layer FEC evaluation. This document is based on the simulation conditions for Release-6 as available in S4-040348 [1]. This document is reduced and more focussed to the objectives in the EMM-EFEC Work Item.
2 RAN Simulations
This document does not explicitly address the RAN simulations and simulation conditions. It is expected that an RLC-PDU loss trace or a statistical model is available. The generation of such loss traces based on physical layer conditions is discussed in documents S4-AHI235 and S4-AHI236. 
3 Terminology
The following terminology is used in the description of the simulation conditions and is aligned with what is defined in TS26.346, TS26.934, RFC3926 and RFC6363.

Source file/source stream
The original data to be sent to the user

Source block
A segment of the source file/stream to which a forward error correction scheme is to be applied. The FEC scheme is applied to each source block independently. A source block may or may not consist of a contiguous section of the source file/stream.

Source symbol
A unit of data within a source block upon which the FEC scheme operates

Parity symbol
A unit of data generated by the FEC scheme from the Source Symbols. The FEC scheme recovers source symbols given a set of parity symbols and, possibly, a sub-set of the source symbols.

Encoding symbol
A parity symbol or a source symbol in the case of systematic codes or a symbol created by a non-systematic FEC code.

Source packet
A data packet containing one or more source symbols

Parity packet
A data packet containing one or more parity symbols

Encoding packet
A data packet containing one or more encoding symbols

Encoding block
The collection of encoding symbols or encoding packets generated from a single source block

Systematic block code
An (N,K) systematic FEC block code preserves the K source symbols and appends (N – K) parity symbols. 
Non-systematic block code
An (N,K) non-systematic FEC block code creates N encoding symbols from K source symbols without necessarily preserving all of them.
Rateless code
A rateless FEC code creates an aribtrary number of encoding symbols from K source symbols. It can be either systematic or non-systematic.
Note: the size of source and parity symbols and their packing into source and parity packets may vary dramatically depending on the forward error correction codes. In some cases, source and parity symbols consist of a whole packet of data. In other cases they consist of single octets and in some further cases of some unit in-between.

The relationship between these terms is illustrated in the following diagram:
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Figure 3.1 Mapping of source streams/files to encoding packets
An FEC scheme should explain the mapping of the buffering and delay constraints to the packetisation scheme (
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 values).
4 Loss Scenarios

4.1 Link Loss

We assume that data loss in the link layer is only caused by temporarily bad radio conditions. Link Loss is relevant to all MBMS services for point-to-multipoint distribution since there is no link layer retransmission protocol to recover lost packets. 

It is assumed that one RLC-SDU frame consists of one entire IP packet including header. Furthermore, the parity check of the transport protocol (UDP) would detect bit errors and discard the respective IP packets. 

Since radio data blocks (RLC-PDUs) are not necessarily aligned with SDU frames, an erroneous reception of a single radio data block may cause the loss of two or more consecutive IP packets (see Fig. 4.1, left side). E.g. if UTRAN RLC block 2 is corrupted, IP packets 2, 3, and 4 will be discarded. However, it should be kept in mind, that a single loss of a small RLC-PDU causes the erasure of a large IP packet, i.e. small loss event but large damage on IP layer as no further link layer mechanisms are provided.
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Figure 4.1: Example of segmenting RLC SDUs (= IP packets) into UTRAN (left) , GERAN (right)
The GERAN simulation conditions are not relevant for the EMM-EFEC work item.

The simulations shall take this into account and use RLC block error patterns or loss statistics from RAN-based on Physical Layer error simulations for typical mobile scenarios (pedestrian speed in urban environment, vehicular speed in urban and rural environment). 
For UTRAN, such error patterns are not available, and random patterns with different error probabilities had been considered sufficient to be applied on the sequence of RLC data blocks, where the length of these blocks shall be selected according to the underlying radio channel (e.g. 640 bytes for UTRAN 64 kbps bearer service with 80 ms TTI length [3]).
For LTE, more comprehensive error patterns are available and are discussed in S4-AHI236 and S4-AHI237.

5 SDU sizes, file sizes, and data rates

SDU frame error ratios will heavily depend on the SDU (and IP) size even for the same error pattern on RLC level. It is therefore important to carefully study the effect of the SDU sizes on reliability and transmission costs. 

5.1 SDU sizes, file sizes and data rates for download services
For the download of one file, it is assumed that the data are segmented into payload packets of equal size (except for the last one). The SDU size will then be:

SDU_Size = Payload_Length + Header_Length ,

where the header length includes FLUTE/ALC (16 bytes for the data transfer ), UDP (8 byte), and IP (20 byte) overhead.

The data rates are dictated by the BM-SC, which distributes the data via the GGSN to the RANs (see Fig. 1 of [2]) in broadcast or multicast mode. 
5.2 Mapping of BLER patterns on SDU loss patterns

This section describes a procedure how to map BLER patterns on SDU loss patterns.

5.2.1 Notation

We use the following notation:
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5.2.2 Simulation

An algorithm for simulating the SDU loss pattern is shown below. The function transport_block_lost() simulates the transmission/reception of a transport block, returning TRUE or FALSE according to whether the transport block is lost or received successfully respectively.

Initialise variable spare_octets to zero

Initialise variable last_block_lost to FALSE

Let block_length be the transport block length

FOR each SDU

Let sdu_length be the length of the SDU

sdu_lost := (spare_octets != 0) & last_block_lost
IF (sdu_length <= spare_octets) THEN

spare_octets := spare_octets – sdu_length

ELSE

remaining_octets := sdu_length – spare_octets

blocks := Integer part of remaining_octets/block_length

IF (blocks > 0)

FOR i := 1 TO blocks


sdu_lost := transport_block_lost() | sdu_lost
END FOR

ENDIF

last_block_lost := transport_block_lost()

sdu_lost := sdu_lost | last_block_lost

spare_octets := block_length – (remainder of remaining_octets/block_length)

ENDIF

IF (sdu_lost) THEN


Report SDU as lost

END IF

END FOR

Notes:


:= is assignment


= is comparison


| is logical OR operation (evaluating both arguments)


& is logical AND operation (evaluating both arguments)
5.2.3 Procedure for generating common transcripts for simulation for UTRAN
The order of generating the losses from the different causes can matter.  For example, it is generally a good idea to generate the SDU transcript by considering causes for losses in the order listed at the beginning of this paragraph as follows:

· Generate a PDU loss transcript A that models link loss of PDUs.

· Using PDU loss transcript A as inputs generate an SDU loss transcript B using the procedure outlined in section 5.2.2 for mapping PDU loss to SDU loss.
5.2.4 Procedure for generating common transcripts for simulation for LTE
In the case of LTE we assume that each MAC-SDU is an RLC-PDU. There is thus no fragmentation of a MAC SDU across subframes and the loss of one MAC-PDU results in the loss of one RLC-PDU. In terms of transcript generation, in the procedure above for UTRAN the second step for transcript B. The PDU loss transcript A becomes the SDU transcript. 

5.2.5 Procedure for generating transcripts of increasing loss
In multi-user simulations it is useful to compare results for different loss value for a specific user. If PDU loss transcript are generated anew for each loss value, such comparisons are not possible. 

Given a loss transcript with random loss p%, here is how to generate a loss transcript with random loss q%, q > p, in a consistent way.  The input to the q% loss transcript is the p% loss transcript.  Each packet lost in the p transcript is also lost in the q transcript.  For each not yet loss packet in the p transcript, a random choice is made to lose the packet with probability (q-p)/(1-p). 
6 Overhead and Performance Evaluation 

6.1 Introduction

To allow the comparison of different FEC methods we define here a unified performance evaluation procedure. The reconstruction probability of lost SDU frames for a certain erasure channel depends mainly on:

· the overhead spent to protect the source data,

· the FEC scheme itself,

· and on the arrangement (interleaving scheme, encoding block length, codeword length) of source data and parity data.

Note, that an optimal arrangement of source and parity data in an encoding block depends heavily on the FEC scheme. In order to compare different FEC schemes, an optimal – or at least a near optimal – arrangement of source and parity data for the respective FEC scheme should therefore be selected. 

The ideal FEC code is where the quantity of encoding symbols received needed to recover the original source file (download) or the original source block (streaming) is equal to the size of the original source file or block, respectively. Except for memory requirements and encoding / decoding speeds, simulation results should provide a comparison between the selected FEC scheme and the ideal FEC code.

6.2 Performance Measures

The following performance measures are relevant
· Transmission Overhead = (Encoding data volume / Source data volume – 1) ( 100 %
(is directly related to the transmission cost of a particular MBMS service)

· Reception Overhead = (Received data volume / Source data volume –1) ( 100 %
(data volume to be received for perfect reconstruction, only for download services)

6.3 Simulation Procedure for download services
For file downloads simulations the following assumptions are made:

· All source blocks have the same size, i.e. the size the largest source blocks (this would slightly overestimate FEC overhead but simplifies simulation code)

· The working size memory is  256KB for UTRAN MBMS and 1MB for LTE MBMS
The download procedure is:

· Generate SDU loss transcripts, one per user, with mapping algorithm of Section 5.2 with SDU, PDU, and header sizes as defined by the download scenario under consideration. The transcript length must be long enough to cover transmission of the biggest file subject to maximum simulated loss and transmission overhead to meet target success rate.
· Using the following as input: file size F, payload size P, receiver memory size, WS  then compute the number of source blocks Z and their size in symbols KT, the number of symbols per packet G (always 1 for Ideal) according to the following schemes per FEC:

· In the case of Ideal code, there are always a single source block with symbol size T=P with a total of K=ceil(F/P) symbols.

· In the case of Raptor, the parameters are computed using Section 9.1 Block Partitioning Algorithm of RFC 5052.

· In case of other codes, the algorithm for computing the different parameters should be provided

· For each user U do

· Encoding symbol index I = 0

· Until all Z source block are received

· For each Z source block

1. Add a received symbol of ESI I for the block if not lost according to lost transcript A for user

2. Move loss transcript pointer to next item

3. If the block is not decoded and number of received symbols is equal or bigger than K*T do:

· Try decoding with the set of received ESIs

· If successful, mark block as decoded, record number of symbols necessary for this block

· I = I + 1

· Find maximum of necessary symbols maxSymbol across Z blocks for user U, report Transmission overhead as (maxSymbol*T *Z/ F) in percent

· Rank all users according to their Transmission overhead

· If X is the target success rate, keep the last (1 – X) * N last users where N is the number of simulated users

· Report Transmission overhead (reported as FEC overhead in TR26.346) of the first user (i.e. with lowest FEC overhead) from remaining users of step 5
6.4 Simulation Procedure for streaming services
For streaming services simulation we assume the following:

· All packets have the same size: this may not be fully true for RTP UTRAN streaming but it is the case with new LTE streaming like DASH over FLUTE.

· Receiver working memory is large enough to decode the highest bitrate with the longest protection period
· Total bitrate of source data plus repair is always matched to the bearer rate. Consequently the SDU loss transcript is always the same for a given stream duration and fixed SDU size, only amount of repair and the associated maximum possible streaming rate are changing.
The streaming simulation procedure is:
· Select a streaming service with source data rate and stream duration (24 hours)
· Generate SDU loss transcript A with mapping algorithm of Section 5 with SDU, PDU, and header sizes as defined by the streaming scenario under consideration. The transcript length must be long enough to cover transmission of the whole stream duration. 

· Compute number of symbols N per protection period for FEC under consideration (for RFC5053, this is the number of packets if G > 1)

· R = 0, the number of repair symbols (packets in the case of RFC5053 if G >1)

· Loop 1: Until number of segment in error  E is less than target error maxE do:
· K = N – R, where K = number of symbols for block 

· For all segments in stream do:

· For ESI = 0 up to N-1 do:
· If SDU is received according to loss transcript A, record ESI as received

· Try decoding with set of received ESI

· If not successful, E = E + 1

· If E > maxE, R = R + 1, restart Loop 1

· Record last value of K as maxK

· Report maximum streaming rate as (G*K*T*8 / protection period ) where T is the symbol size.
In both RTP UTRAN and LTE DASH over FLUTE streaming simulation, the stream total duration is 24 hours and target Mean Time Between Failure (MTBF) is set to 1 block error per hours. In addition, the MBTF over the source block rate may be reported as well. This translate into a maximum of 24 errors over a 24 hour period, so maxE = 24.
7 Conclusion

This document describes simulation guidelines for the evaluation of FEC schemes for eMBMS user services to ease the comparison of different methods, to find a compromise between FEC overhead and gain. 

The guidelines should be followed when performing FEC simulations. 
8 References

[1]
3GPP S4-040348, "Permanent Document on: Simulation guidelines for the evaluation of FEC methods for MBMS download and streaming services," 3GPP TSG-SA4#31, May 17-21, 2004, Montreal, Canada.
[2]
3GPP TS 23.246 V6.1.0 (2003-12): “Multimedia Broadcast / Multicast Service; Architecture and functional description”.
[3]
3GPP TR 25.803 V1.2.0 (2004-02): S-CCPCH performance for MBMS, 

Page 1 of 8

_1142248186.unknown

_1142703823.ppt






Source file/stream

Source blocks

Source symbols

























Encoding

symbols

 Parity symbols

Parity symbols

Encoding

packets

K Source packets

K Source packets

N-K Parity packets

N-K Parity packets

Encoding Block

Encoding Block








_1257846000.unknown

_1142239241.unknown

