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1
Introduction 

This document discusses issues around seeking support and timeshifting and proposes a set of working assumptions.

The permanent document on “PSS and MBMS Extensions” does not contain any further details than a single highlevel requirement about seeking, fast forward and trick play:  
[from S4-090817 section 2.3.1]

5)
The specification shall support typical CoD assets such as backwards & forwards seeking, trick modes (start and pause), fast forward/backward, etc. in an efficient manner.

Therefore, we first propose a set of definitions and the discuss details about realizations.

2 Definitions of Seeking:
Seeking is the procedure to start rendering the content from anywhere in the content stream. The player does not render the video frames between old and new media positions during seeking operation. All today's media player support seeking either using dedicated buttons (jump 1min ahead) or through a slider. "DVD chapters" require seeking support.

The definition of seeking is applicable for both, content on demand and timeshifted live TV sessions. For content on demand, a user may seek through the content to find a desired position or just skip certain parts. A user in timeshift mode may use the seeking method for catch up with the “live” watching again. 

3 Discussion of seeking operations

3.1
Discussion

Some HTTP Streaming 3GPP proposals assume that there is no need to add timing information for the media segments to the manifest file. There is no clear working assumption, whether the media segments must contain always exactly the same duration of media data or not.
Requiring fixed media duration per segment is a very strict requirement and may imply resource consuming transcoding operations (if allowed by content owner) on the servers. In particular when the operator prefers to start each media segment with a Random Access Point (Key-Frame) and if the encoder has produced Key-Frames on scene changes the GoPs may not have equal length. Operators / Content Providers may also want to splice in advertisements into the file stream and the ads may be encoded differently (different frame rate or GOP structure). 
We assume in the following discussion, that media segments contain different duration of media data.

As define before, the seeking procedure allows the users to “jump” to a certain position in the media stream. So, the media client must first identify the needed segment in the media stream before doing frame-precise seeking. In case the media segment is not locally available, the media client needs to fetch the segment from the server. Fetching first a wrong media segment is time-consuming and decreases the quality of experience for the end-user. 

If the media segments are not required of containing exactly the same amount of media data and if the manifest file format does not include any timing information, then it becomes very difficult and unreliable for the media client to calculate needed media segments. It may easily happen, that a number of media segments contain e.g. 500ms less of media data or there is a general drift over several media segments. In particular for Live cases, the end-to-end delay should not be increased by requiring “average media segments”. This would introduce a duration dependency between the segments.
3.2
Proposal

The solution with lowest server side complexity (i.e. no dependencies between media segments) is to add timing information of media segments to the manifest file and to not require exact media durations per segment. The timing information can be either the duration of a media segment or the start timestamp of a media segment. The timing information may be added as extra “seeking map” or inline with every media segment description. 
SMIL defines already a timing model, which is sufficiently flexible and precise. A SMIL base manifest file is shown below. The “begin” attributes define when the media segments should be played. 

<smil ... >

  <body>

    <excl begin="0.0">  

      <video src="clip1_1.3gp" systemBitrate="128000"/>

      <video src="clip1_2.3gp" systemBitrate="192000"/>

      <video src="clip1_2.3gp" systemBitrate="256000"/>

    </excl>

    <excl begin="2.002">  

      <video src="clip2_1.3gp" systemBitrate="128000"/>

      <video src="clip2_2.3gp" systemBitrate="192000"/>

    </excl>

    ...

  </body>

</smil>

4 Discussion of timeshift operations

4.1
Discussion

The PSS specification was extended with a timeshift feature for Live RTSP sessions during 3GPP release 8. Different timeshift buffer models and needed information for Timeshifting was extensively discussed during this work, resulting in a set of new information field in RTSP. One key advantage of “network timeshifting” is that a client has a full timeshift buffer even when joining a channel. But, the client must know the boundaries of the timeshift buffer and must also know the “live” point. 
General Procedure for live streaming assuming “File Streaming” is: The head-end system captures multimedia content and does the live encoding. The live feeds are then cut into desired media segment durations (e.g. 10sec media data) and then encapsulated with the transport format (“normal” 3GP file format or “Fragmented 3GP File Format” are allowed here). Thus, the head-end system generates frequently new media segments available. 
The requirement to have always exactly the same duration of media data in each segment is too restrictive also in live cases, since it would limit the flexibility of the solution too much. Any requirement like “durations of media data per segment is on average the same” would introduce dependencies between the media segments. The server must carefully monitor the media segmentation process to avoid any drift.  This would increase the complexity of the head end system unnecessarily. 

The media segments may have a “life time limit” (e.g. through HTTP cache control headers). Thus, the timeshift buffer is limited to a certain duration. In case of a SMIL based manifest, the client may safely assume that all media segments listed in the manifest are also available during the validity time of the manifest. 

4.2
Proposal

The “live-point” in a SMIL based manifest is the latest added media segment or media segment group. Clients should keep at least one full media segment in buffer to avoid buffer underflows. 
<smil ... >

  <body>

    <excl id=”midday” begin="0.0">  

      <video src="clip1_1.3gp" systemBitrate="128000"/>

      <video src="clip1_2.3gp" systemBitrate="192000"/>

      <video src="clip1_2.3gp" systemBitrate="256000"/>

    </excl>

    <excl begin="midday.begin+2s">  

      <video src="clip2_1.3gp" systemBitrate="128000"/>

      <video src="clip2_2.3gp" systemBitrate="192000"/>

    </excl>

    <excl begin="midday.begin+4.02s">  

      <video src="clip3_1.3gp" systemBitrate="128000"/>

      <video src="clip3_2.3gp" systemBitrate="192000"/>

    </excl>

    ...

  </body>

</smil>

Proposals on Seeking

· Media Segments may contain different media durations. It is too restrictive to require media segments to contain exactly the same duration of media data.
· The manifest file shall contain timing information to support seeking. The time information ether describes the start timestamp of the media segment or the duration of the media segments.
· It shall be possible to describe a timeshift buffer with limited time. Timing information for the media segments support seeking inside of the timeshift buffer.

