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7.1.1.3 
Performance Measurements

7.1.1.3.1 Random Access Points Efficiency Improvement
SVC offers the possibility to provide Random Access Points (RAPs) for the different layers (i.e., different values of dependency_id) of a bitstream at different time instances (i.e., in different access units). An SVC RAP for a particular layer (i.e., a particular value of dependency_id) enables a decoder to start decoding the particular layer, but in general it is not possible to start decoding any other layer. An SVC IRD can start decoding (and displaying pictures) at each present RAP. In the worst case, it can start decoding (and displaying) only the base layer, and after a small period of time it can continue with decoding (and displaying) the enhancement layer. At the same time, a larger maximum interval between enhancement layer RAPs enables providing a coding efficiency that is very close to that of single layer coding, since intra pictures (which require a larger number of bits than inter-predicted pictures) can be coded less often.

Decreasing the frequency of enhancement layer RAPs can result in a significantly increased coding efficiency while providing the same channel switching delay (when the base layer is decoded and displayed as long as no enhancement layer RAP was received). 

In Figure 1, the decoding process is illustrated for an example of accessing an SVC bitstream at a base layer RAP. The decoding process starts with decoding the base layer representation for the base layer RAP and all access units that follow the base layer RAP and precede the enhancement layer RAP in decoding order. For the enhancement layer RAP and all access units that follow the enhancement layer RAP in decoding order, the enhancement layer representations are decoded. For the base layer RAP and all access units that follow the base layer RAP in output order and precede the enhancement layer RAP in decoding order, the base layer representations are output. For the enhancement layer RAP and all access units that follow the enhancement layer RAP in output order, the enhancement layer representations are output. No pictures are output for the access units that follow the enhancement layer RAP in decoding order but precede it in output order.
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Figure 1: Illustration of the decoding process with output picture skipping when accessing a two-layer SVC bitstream at a base layer RAP using Scalable Baseline Profile. The access units are displayed in decoding order (from left to right). The subscript numbers indicate the output order. The representations that are decoded are marked with red frames; the representations that are output are marked grey.
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7.1.1.3.2 QVGA to VGA spatial scalability
The following results compare the spatial scalable coding using Scalable Baseline profile with the coding efficiency for H.264/AVC single-layer coding with Baseline and High profile and H.264/AVC simulcast (simultaneous transmission of single-layer H.264/AVC bit streams for the base and enhancement layer format). All encoding runs including the single-layer runs have been performed using the same software and a similar degree of encoder optimizations.
We compared the coding efficiency of two strategies for providing RAPs in spatial scalable SVC Bitstreams. With the first method (referred to as "SVC RAP 8/16"), RAPs for both the base and enhancement layer are provided about every 0.64 seconds. With the second method (referred to as "SVC RAP 8/80"), RAPs for the base layer are again provided about every 0.64 seconds, but RAPs for the enhancement layer are only provided about every 3.20 seconds. The coding efficiency of both strategies is additionally compared to that of H.264/AVC single-layer coding, where RAPs are also provided about every 0.64 seconds. It should be noted that all bitstreams are associated with the same average channel switching delay (assuming an SVC IRD to start decoding and displaying pictures at a base layer RAP as long as no enhancement layer RAP has been received), since the interval between RAPs in the base layer is identical. All encoding runs including the single-layer runs have been performed using the same software (based on JSVM version 8.5) and a similar degree of encoder optimizations [7].

All videos have been encoded in 4:2:0 chroma format. The spatial resolution of the base layer was set to QVGA (320x240 samples), and the enhancement layer resolution was set to VGA (640x480 samples). The frame rate for the enhancement layer was set to 25Hz. The base layer frame rate was set equal to one half of the enhancement layer frame rate.

We ran simulations for 20 test sequences. The set of test sequences is summarized in Table 1. This table additionally specifies the format of the original sequences and how the input sequences for the VGA enhancement layer have been generated. For generating the input sequences for the QVGA base layer, the VGA input sequences have been downsampled using the JSVM software.

The common coding parameters are summarized in Table 2. The quantization parameter was set constant for each encoder run and no rate control algorithm was employed. The target bit rates were met by varying the quantization parameters. Two different target bit rates for the base layer were selected based on the sequence content. The overall bit rates (including base and enhancement layer) for the bit streams were set equal to three times the base layer bit rate.

For the enhancement layer resolution, we tested two single-layer configurations (with Baseline and High profile) and one SVC configurations with spatial scalability using the Scalable Baseline profile. The coding tools that were used for the single-layer runs with Baseline and High profile are summarized in Table 3. The coding tools that were used for the spatial scalable encoding runs with the Scalable Baseline profile are summarized in Table 4.

The simulation results are summarized in the accompanying Excel document   
S4-AHI062_Results_Spatial_Scalability_RAP_QVGA-VGA.xls. The Excel document shows:

· the rate-distortion efficiency of both strategies for providing SVC RAPs in comparison to single‑layer coding for the base layer 
· the rate-distortion efficiency of both strategies for providing SVC RAPs in comparison to single-layer coding for the enhancement layer

· the relative rate overhead of the SVC base layer against single-layer coding

· the relative rate overhead of SVC and the simulcast configurations against single-layer coding with the Baseline and High profile for the VGA layer

· the relative rate saving of SVC against the simulcast configurations in comparison to the maximum possible rate saving – the maximum possible rate saving is defined as the rate saving that would be obtained by single-layer coding with the High profile

A summary of the results can be found in Table 5 and Table 6.
We additionally enclosed all encoded streams and a slightly modified version of the JSVM 8.5 decoder. The modifications were required to switch off features of the JSVM 8.5 software which were removed from the SVC standard in later version. Furthermore to allow standard coding tools, which are part of the SVC standard but not yet implemented in JSVM 8.5. Note, that all of these modifications have been implemented in later JSVM versions. The modifications are:

· switched off the “Smoothed reference prediction”, which is included in JSVM 8.5 but has been removed from the SVC standard later

· added long-delay coding structure with hierarchical P pictures

· added inter-layer prediction from P to B pictures

The results show, that using the scalable baseline profile can save up to 20.76 % in terms of bit rate when supporting QVGA and VGA devices compared to simulcast transmission with a cost of 8.50 % compared to single layer.

Table 1: Test sequences

	Sequence
	Format
	Original
	Generation of input sequences

	Aloha Wave
	VGA 25 Hz
	1080p 50Hz
	· cropping of a 1440x1080 area (in luma samples) from the center of original sequence

· downsampling of the cropped signal using the JSVM software

	Crowd Run
	
	
	

	Dance Kiss
	
	
	

	Dancer
	
	
	

	Finnland
	
	
	

	Ice Dance
	
	
	

	Into Tree
	
	
	

	Old Town Cross
	
	
	

	Park Joy
	
	
	

	Passing By
	
	
	

	Police Boat
	
	
	

	Princess Run
	
	
	· 

	Seeking
	
	
	

	Tree Tilt
	
	
	

	Umbrella
	
	
	

	Parade
	
	
	

	City
	VGA 25 Hz
	4CIF 50Hz
	· cropping of a 704x528 area (in luma samples) from the center of original sequence

· downsampling of the cropped signal using the JSVM software

	Crew
	
	
	

	Harbour
	
	
	

	Soccer
	
	
	


Table 2: Common coding parameters
	base layer format
	QVGA (320x240) 12.5Hz

	base layer rate (approx.)
	two selected rates for each sequence

	enhancement layer format
	VGA (640x480) 25 Hz

	coding structure
	dyadic hierarchical prediction structure with 5 hierarchy levels
(groups of 16 pictures at 25Hz)

	temporal scalability
	5 levels for 25Hz layers
4 levels for 12.5 Hz layers

	intra refresh
	RAP 8/16: every 16-th pictures for both layers
(every 0.64 seconds for 25Hz sequences)

RAP 8/80: every 16-th pictures for the base layer
(every 0.64 seconds for 25Hz sequences)
Every 80-th pictures for the enhancement layer
(every 3.20 seconds for 25Hz sequences)


Table 3: Used coding tools for single-layer coding and simulcast
	Coding tools for single layer coding (& simulcast)
	Baseline profile
	High profile

	B pictures
	no
	yes

	8x8 transform & intra pred.
	no
	yes

	entropy coding
	VLC
	CABAC

	number of active reference pictures for list 0
	2
	1

	number of active reference pictures for list 1
	na
	1

	deblocking filter
	enabled
	enabled

	weighted prediction
	disabled
	disabled


Table 4: Used coding tools for spatial scalable coding
	Coding tools for scalable coding
	Scalable Baseline profile

	base layer (QVGA)

	B pictures
	no

	8x8 transform & intra pred.
	no

	entropy coding
	VLC

	number of active reference pictures for list 0
	2

	number of active reference pictures for list 1
	na

	deblocking filter
	enabled (for intra)

	weighted prediction
	disabled

	enhancement layer (VGA)

	B pictures
	yes

	8x8 transform & intra pred.
	yes

	entropy coding
	CABAC

	number of active reference pictures for list 0
	2

	number of active reference pictures for list 1
	2

	deblocking filter
	enabled

	weighted prediction
	disabled


Table 5: Average rate overhead relative to single-layer coding

	
	Scalable Baseline vs. Baseline Profile
	Scalable Baseline vs. High Profile

	SVC RAP 8/16
	-8.09 %
	12.97 %

	SVC RAP 8/80
	-11.72 %
	8.50 %


Table 6: Average rate saving relative to simulcast (SC)
	
	Scalable Baseline vs. SC (BP-BP)
	Scalable Baseline vs. SC (BP-HP)

	SVC RAP 8/16
	29.34 %
	17.43 %

	SVC RAP 8/80
	32.19 %
	20.76 %
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7.1.1.3.3 QVGA to nHD spatial scalability
So far coding efficiency comparisons have been reported for scalable coding with Scalable Baseline profile with a base layer of QVGA resolution and VGA enhancement layers. This is a relatively favourable since the linear resolution ratio is 1:2, the aspect ratios being the same. 

But not all higher resolution displays proposed share the same aspect ratio, as can be seen from Figure 2. Experimental results are reported here for a different case, where the display form factor is changed between the low end and high end terminal (4:3 vs. 16:9) and where in consequence the horizontal and vertical resolution ratios differ. Scalable coding is also here done with the Scalable Baseline profile using a cropping window: the base layer terminal only receives part of the full picture (e.g. the central part), the enhancement layer not only carries the resolution enhancement but also contains the side bars.
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Figure 2: Display formats
The following results compare the spatial scalable coding and single layer coding and simulcast for the case of terminals using different aspect ratios: the currently widespread QVGA for legacy terminals (aspect ratio 4:3) and nHD (aspect ratio 16:9) for advanced terminals.
Our goal was comparing the coding efficiency of SVC vs. simulcast of two separate H.264/AVC layers. Since for SVC the Scalable Baseline profile was adopted, we coded the two H.264/AVC layers according to two different profiles: the QVGA picture using the H.264/AVC Constrained Baseline profile as specified in [9], but for the wide screen nHD picture we used either the Constrained Baseline or the High profile (the latter allows for better compression). All encoding runs including the single-layer runs have been performed using the same software (i.e. JSVM version 9.17) and a similar degree of encoder optimizations.

All videos have been encoded in 4:2:0 chroma format. The spatial resolution of the base layer was set to QVGA (320x240 luma samples), and the enhancement layer resolution was set to nHD (640x360 luma samples). The frame rate for the enhancement layer was set to 30Hz. The base layer frame rate was set equal to one half of the enhancement layer frame rate.

The aspect ratio of base layer and enhancement layer being different, only the enhancement layer contains the full 16:9 source material, the 4:3 base layer receiving a cropped version of the source material (see Figure 3).
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(b) nHD


Figure 3: Original version for the ShuttleStart sequence – (a) QVGA; (b) nHD
Six test sequences have been run. The set of test sequences is summarized in Table 7. This table additionally specifies the format of the original sequences and how the input sequences for the enhancement layer have been generated. Input sequences for both the nHD format and the QVGA format have been generated directly from the original test sequences with the same tools, for the QVGA format after cropping to obtain the 4:3 aspect ratio.
The common coding parameters are summarized in Table 8. The quantization parameter was set constant for each encoder run and no rate control algorithm was employed. The base layer target bit rate was approximately met (around 384 kbps) by varying the quantization parameters. The enhancement layer was generated by varying the quantization parameter in order to reach a bit rate interval between approximately 1000 kbps and 2000 kbps.
We tested two H.264/AVC Simulcast configurations (with Constrained Baseline for QVGA and either Constrained Baseline or High profile for the full picture) and two SVC configurations with spatial scalability using either a “Restricted” version of the Scalable Baseline profile (i.e. Scalable Baseline profile without CABAC, B slices and 8x8 transform as shown in Table 10) or the Scalable Baseline profile. The coding tools that were used for the H.264/AVC Simulcast runs with Constrained Baseline and High profile are summarized in Table 9. The coding tools that were used for the spatial scalable encoding runs with the “Restricted” Scalable Baseline and Scalable Baseline profiles are summarized in Table 10. 

Care has been taken to use the 'best' tools available in every profile, as applicable to the tested sequences. So for Simulcast separate AVC single layer runs have been performed for the low and high resolution pictures. As common practice "weighted prediction" was always disabled, since useful only for 'panning' scenes, not present in the test material. 

Random Access efficiency improvement as described in the previous chapter has been also applied on the present case.

The simulation results are summarized in the accompanying Excel document “S4-AHI062_Results_Spatial_Scalability_QVGA-nHD_RAPx4.xls. The Excel document shows:

1. the rate-distortion efficiency of “Restricted” Scalable Baseline profile in comparison with H.264/AVC Simulcast (Constrained Baseline profile, Constrained Baseline profile);

2. the rate-distortion efficiency of “Restricted” Scalable Baseline profile in comparison with H.264/AVC Simulcast (Constrained Baseline profile, High profile);

3. the rate-distortion efficiency of Scalable Baseline profile in comparison with H.264/AVC Simulcast (Constrained Baseline profile, Constrained Baseline profile);

4. the rate-distortion efficiency of Scalable Baseline profile in comparison with H.264/AVC Simulcast (Constrained Baseline profile, High profile);

5. average bit-rate saving and equivalent average PSNR increase using the Bjontegaard metric [8]. 

The results summarised in Table 11 show that, on average (for the 6 tested sequences):

1. Restricted Scalable Baseline profile provides above 10% bit-rate reduction in comparison with H.264/AVC Simulcast (Constrained Baseline profile, Constrained Baseline profile);

2. Scalable Baseline profile provides above 25% bit-rate reduction in comparison with H.264/AVC Simulcast (Constrained Baseline profile, Constrained Baseline profile);

3. Scalable Baseline profile provides above 15% bit-rate reduction in comparison with H.264/AVC Simulcast (Constrained Baseline profile, High profile).
All configuration files and encoding scripts are attached in the S4-AHI062_Configuration_for_SVC_QVGA-nHD.zip, which allows the reproduction of the presented results.

Table 7: Test sequences

	Sequence
	Format
	Original
	Generation of input sequences

	City
	nHD (640x360)

30 Hz
	720p 60Hz
	· Downsampling of the 720p 60Hz signal using VirtualDub LanczosResize,
· selection of the first 97 pictures of each test sequence

	Crew
	
	
	

	Harbour
	
	
	

	Newmobcal
	
	
	· 

	Raven
	
	
	· 

	ShuttleStart
	
	
	

	City
	QVGA (320x240)

15 Hz
	720p 60Hz
	· Cropping of a 4/3 area from the centre of 720p 60Hz signal

· Downsampling of the cropped signal using VirtualDub LanczosResize
· selection of the first 49 pictures of each test sequence

	Crew
	
	
	

	Harbour 
	
	
	

	Newmobcal
	
	
	· 

	Raven
	
	
	· 

	ShuttleStart
	
	
	


Table 8: Common coding parameters

	base layer format
	QVGA (320x240) 15Hz

	base layer rate (approx.)
	~384 kbps

	enhancement layer format
	nHD (640x360) 30Hz

	coding structure
	dyadic hierarchical prediction structure with 4 hierarchy levels
(groups of 8 pictures at 30Hz)

	temporal scalability
	4 levels for 30Hz layers
3 levels for 15Hz layers


Table 9: Used coding tools for H.264/AVC single layer & H.264/AVC simulcast

	Coding tools for H.264/AVC single layer & H.264/AVC simulcast
	Constrained Baseline profile
	High profile

	B pictures
	no
	yes

	8x8 transform & intra prediction
	no
	yes

	entropy coding
	CAVLC
	CABAC

	number of active reference pictures for list 0
	2
	2

	number of active reference pictures for list 1
	na
	2

	RAP
	every 12-th pictures for both layers (every 0.8 second for 15Hz)
	every 24-th pictures for both layers (every 0.8 second for 30Hz)

	deblocking filter
	enabled
	enabled

	weighted prediction
	disabled
	disabled


Table 10: Used coding tools for spatial scalable coding

	Coding tools for scalable coding
	“Restricted” Scalable Baseline profile
	Scalable Baseline profile

	base layer (QVGA)

	B pictures
	no
	no

	8x8 transform & intra prediction
	no
	no

	entropy coding
	CAVLC
	CAVLC

	number of active reference pictures for list 0
	2
	2

	number of active reference pictures for list 1
	na
	na

	RAP
	every 12-th pictures (every 0.8 second for 15Hz)
	every 12-th pictures (every 0.8 second for 15Hz)

	deblocking filter
	enabled
	enabled

	weighted prediction
	disabled
	disabled

	enhancement layer (nHD)

	B pictures
	no
	yes

	8x8 transform & intra prediction
	no
	yes

	entropy coding
	CAVLC
	CABAC

	number of active reference pictures for list 0
	2
	2

	number of active reference pictures for list 1
	na
	2

	RAP
	every 96-th pictures (every 3.2 seconds for 30Hz)
	every 96-th pictures (every 3.2 seconds for 30Hz)

	deblocking filter
	enabled
	enabled

	weighted prediction
	disabled
	disabled


Table 11: Average rate saving relative to simulcast (SC)

	
	Restricted Scalable Baseline vs. Simulcast (CB, CB)
	Simulcast (CB, High) vs Simulcast (CB, CB)
	Scalable Baseline vs. Simulcast (CB, CB)
	Scalable Baseline vs. Simulcast (CB, High)

	Average gain
	10.7%
	14.8%
	27.9%
	15.2%

	Max gain
	12.8%
	18.9%
	35.2%
	19.9%

	Min gain
	9.0%
	12.3%
	24.3%
	12.8%
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