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1. Introduction
According to the draft IVAS design constrains [1], it is expected that the IVAS codec will support at least some combinations of the encoder input formats. It is noted that it will be necessary to specify how capture and presentation of such combinations is to be achieved in mobile communications.
[bookmark: _GoBack]In this input document we discuss certain encoder input format combinations and provide examples of their practical capture for communications. While this description mainly concentrates on mobile capture, it is generally possible to capture these encoder input format combinations also using other setups for more extensive use case coverage.
2. Input format combinations under consideration
IVAS-4 currently states the following about IVAS input audio formats:

	Encoder Input Formats

	The encoder shall support the following input formats:
· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]
· Binaural audio
· [bookmark: OLE_LINK4][bookmark: OLE_LINK3]Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 
Note: ACN component ordering and SN3D normalization.
· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]
[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]
· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].
[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 
Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]



We here discuss the capture of object-based audio in combination with a spatial audio representation of the sound scene. The latter can in various use cases be achieved via ambisonics and/or parametric spatial audio (MASA) based capture. The most important combinations discussed in the present document are thus:
· MASA + one or more objects
· Ambisonics + one or more objects
3. Example capture scenarios
In the following we describe a number of spatial audio capture scenarios, where an additional mono audio stream is captured for the IVAS encoder ingest. The additional mono audio may be given a spatial position, e.g., based on user tracking or by allowing the user to indicate the desired spatial position in the audio scene using a suitable user interface on their device.
The examples are here described in terms of audio capture only, however many/all can similarly be considered as audio-visual use cases. For example, a typical mobile phone today features at least one rear-facing and at least one front-facing camera. Virtual reality (VR) cameras provide a full 360-degree or at least full horizontal visual capture.
3.1 Handheld hands-free spatial audio capture 
A first example is illustrated in Figure 1, where a user is capturing immersive audio in a park using a mobile phone. In addition, the user is wearing headphones that may have at least one microphone.
The mobile-phone audio capture is analysed, and a parametric spatial audio representation is obtained. User voice is captured either as part of the spatial audio capture or using a microphone on the headphone device. In the latter case, the voice signal is automatically separate and can be provided to the IVAS encoder as an audio object. Adaptive suppression of the user voice signal may be carried out for the spatial audio capture. In the former case, it may be that only a parametric spatial audio representation is used. However, a beamforming operation may be carried out to isolate the user voice thus making it possible to deliver it to the IVAS encoder as an audio object.
Alternatively, the user could be utilizing a suitable accessory for spatial audio capture or voice capture (e.g., a clip-on Bluetooth microphone).
The first example thus describes a scenario where one of the following audio formats or audio format combinations is captured:
· One object
· MASA
· MASA + one object

[image: ]
Figure 1. Spatial audio capture using a mobile phone.

3.2 Handset mode spatial audio capture 
Figure 2 illustrates an example, where a user is capturing immersive audio using a mobile phone in handset mode. The mobile phone implements a multi-microphone spatial audio capture. The mobile-phone audio is analysed, and a parametric spatial audio representation is obtained. When only a spatial audio signal is provided to the IVAS encoder in this use case, the user voice may dominate the spatial audio experience. However, understanding of the surroundings can still be provided to the listener thus leading to improvement in user experience.
The audio capture configuration may furthermore consist of two subsets of microphones allowing for improved user-control by the receiving user. For example, one set of microphones close to the user’s mouth (in handset operation) can be used to capture the user voice. This can be represented as an audio object for the IVAS encoder, and as input for EVS encoder when spatial audio is not used. A second set of microphones can be used to capture spatial audio. Knowledge of the microphone array and device properties allows to separate the voice component from the overall spatial audio capture such that the listener may be given freedom to control the balance between the voice signal and the spatial ambience.
When the spatial audio capture is based on a reduced set of microphones, it can be advantageous to provide the parametric spatial audio representation based on a mono signal only.
The second example thus describes a scenario where one of the following audio formats or audio format combinations is captured:
· One object
· MASA
· MASA + one object (where mono-based MASA is preferable)

[image: ]
Figure 2. Spatial audio capture using a mobile phone in handset mode.

3.3 Distributed spatial audio and user voice capture 
Figure 3 illustrates a further example, where a user is capturing immersive audio using a mobile phone or a VR camera placed on a tripod in a fixed position in the scene with user voice obtained using a microphone headset. The mobile phone implements a multi-microphone spatial audio capture. The mobile-phone audio is analysed, and a parametric spatial audio representation is obtained. The VR camera implements a spherical microphone array. The VR camera audio is represented as ambisonics. The user voice is captured by the close-up microphone on the headset.
As the spatial audio ambience capture is performed at a fixed position and the user is able to move around in the scene, the user voice signal level at the spatial audio capture point may be very low. It is therefore particularly advantageous for high-quality communications (or voice track recording) to treat the voice signal separately.
The third example thus describes a scenario where one of the following audio format combinations is captured:

· MASA + one object
· Ambisonics + one object

[image: ]
Figure 3. Spatial audio capture using a mobile phone (left) or VR camera (right) with voice capture using a headset.

3.4 Discussion 
It was presented various spatial audio capture scenarios, where user voice signal is considered as an audio object stream. This approach is particularly straightforward and intuitive when multiple capture devices are being used simultaneously, and the approach is relevant both for communications and UGC capture.
A separate audio object (or separate voice signal) can be captured also on the same device that performs the spatial audio capture of the surrounding environment. In this case, the voice signal may be captured using a certain subset of the microphone constellation. In addition, beamforming operations can be performed for the spatial audio capture to minimize the spill between the separate audio streams.
In the above example scenarios, the following input format combinations were thus considered:
· Mono MASA + one object
· Stereo MASA + one object
· Ambisonics + one object
In some cases, there can be more than one local user participating the communications or UGC capture. For example, each user could have a close-up microphone. Thus, it seems obvious to extend the above use cases for more than one audio object. This allows also for augmenting the communications or UGC stream, e.g., with sound clips or music.
From user experience point of view, there are several reasons to provide the voice signal or other discrete audio objects separated from the spatial ambience. This allows, e.g., for straightforward control of ambience level relative to user voice as well as manipulation of the prominent audio source positions. 
In light of the draft IVAS design constraints [1] and discussion on IVAS complexity and number of supported channels [2], we propose to allow for at least four audio objects in combination with MASA and ambisonics input formats. The highest number of channels would thus remain at eight (FOA + 4 objects).

4. Summary and proposal for IVAS-4
In this input document, several immersive audio capture scenarios were described where it can be expected that a combination of input formats is available for IVAS encoding.
It is proposed to include the following two audio input format combinations in IVAS-4:
· Metadata-assisted spatial audio + up to 4 objects
· First-order ambisonics + up to 4 objects

Additional input format combinations are FFS.
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