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1. Introduction
In the 3GPP SA4 #74 meeting held in Dublin, Ireland, and the 3GPP SA4 #75 meeting held in Vancouver, Canada, the sources presented S4-130722, S4-131006, and S4-131007 introducing an elimination rule based on failed performance requirements and a selection rule to EVS-5b based on ranking the candidate codecs on the basis of their performance relative to each other.  Contrary to Qualification, ranking based on mutual comparisons of candidate codecs is now possible, because all five candidate codecs are always present in the same selection test.  

Many comments on the proposed ranking methodology centralized on the exclusion of the performance requirements.  The sources still believe that an elimination rule based on the performance requirements is valuable for ensuring consistent minimum performance, and direct comparisons between the candidate codecs provide more comprehensive picture for selecting the best candidate codec than mere counting passes and fails.  

However, in order to progress and address the comments received on the floor, the sources present in this input contribution an alternative ranking metric that directly factors in

· statistically significant quality differences between candidate codecs exactly as in S4-131007,
· failed performance requirements as penalties, and

· statistically significant quality improvements relative to reference codecs as credits.  

The ranking metric presented in the current input contribution shares all the following properties with the metric of S4-131007:

· The statistical significance of the test results is taken into account.

· The test conditions can be weighted similarly to Qualification using the weights of Table 1 in EVS-5b when calculating a Figure of Merit.

· Mean score differences do not need to be aggregated over test conditions and tests neither directly nor through mapping unlike for MOS or dBq. Thus, the proposed metric mitigates issues related to differences in the sensitivity, resolution, and grading scale across experiments and tests.

The sources propose to apply the ranking metric after the elimination rule presented in S4‑131007.
Note that the sources do not present a statistical test for defining the BT and WT needed for completing and implementing the ranking methodology.  This is still left for future contributions.  Based on the comments received in the 3GPP SA #75 meeting held in Vancouver, Canada, applicable statistical tests exist. 

2. Proposal 
2.1. Ranking Rule Proposed in S4-131007
Ranking Rule
Ranking of the candidates is performed according to the Figures of Merit (FoMs) defined in Table 2.   Note that Table 1 refers to the weighting of the sets and conditions that is currently under discussion and captured in S4-131125, the latest version of EVS-5b.
Table 2: Figures of Merit (FoMs).  The alternative proposals for the ranking
metrics are described in Sections 2.2 and 2.3.  
	Figure of Merit (FoM)
	Description 

	FoM #1
Ranking over all 
ToR conditions
	The overall ranking of the candidate codec relative to each other over all conditions. The weighting of the test conditions is defined in Table 1.

	FoM #2a
Ranking over all 
ToR conditions related to
NB/WB service
	The ranking of the candidate codecs over all conditions related to NB/WB service excluding the AMR-WB IO conditions.  This ranking applies weighting defined in Table 1 proportionally to the total weight of all these included NB/WB conditions.

	FoM #2b
Ranking over all 
ToR conditions related to 
SWB service
	The ranking of the candidate codecs over all conditions related to SWB service.  This ranking applies weighting defined in Table 1 proportionally to the total weight of all SWB conditions. 

	FoM #2c
Ranking over all 
ToR conditions related to
AMR-WB IO service 
	The ranking of the candidate codecs over all conditions related to AMR-WB IO service.  This ranking applies weighting defined in Table 1 proportionally to the total weight of all AMR-WB IO conditions. 


2.2.  Proposed Ranking Metric – Option A
The sources propose the ranking metric of S4-131007, presented by the sources in the 3GPP SA4 #75 meeting held in Vancouver, as Option A for the ranking metric to be applied for computing the Figures of Merit listed in Table 2 above.   The description of the metric is not repeated in the current input contribution for brevity.

2.3.  Proposed Ranking Metric – Option B
The ranking score of a candidate codec is obtained by the weighted number of the better than (BT) scores relative to the reference codec and all other candidate codecs less the number of worse than (WT) scores relative to the reference codec and all other candidate codecs over those test conditions that are taken into account in the particular ranking.  The ranking score is scaled such that a candidate codec that passes all performance requirements and is BT all other codecs in all test conditions of the particular ranking obtains a score of 100%, and a candidate codec that fails all performance requirements and is always WT than all other candidate codecs receives a score of ‑100%.  The test conditions are weighted in accordance with Table 1 of EVS-5b Selection Rules. 
Let us now express the ranking metric more formally and denote the five candidate codecs as A, B, C, D, and E, and the reference as R. 
The final ranking scores [image: image2.png]


of the five candidate codecs and the reference can be expressed as a six-dimensional column vector  
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 are six-dimensional column vectors that respectively represent the column and row sums of the aggregated six-by-six score matrix
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obtained by adding up the per condition score matrices
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over all test conditions [image: image13.png]


 taken into account in the particular ranking.  Here, the greater than symbol (>) denotes better than in terms of a statistical test left in this input contribution without further discussion open for later definition by the experts in the art.  
By construction, the per condition score matrix [image: image15.png]


 is binary with zero diagonal. When a candidate codec is compared to other ones or to reference, only statistically significant differences lead to non-zero elements and increment or decrement the final ranking score. 
Contrary to the ranking metric proposed as Option A based on sole mutual better than comparisons between the candidate codecs, here the final ranking scores [image: image17.png]


 incorporate in addition the failed performance requirements as penalties (R > A, R > B, …) and the better than reference scores (A > R, B > R, …) as credits.  These additional penalty and credit components are highlighted in red in the definition of the per condition score matrix [image: image19.png]


 above.
Note that the performance requirements of some test conditions are relative to more than one reference codec.  To solve the resulting ambiguity in the aggregated score matrix, the sources interpret comparisons such as R > A as the candidate codec A failing the performance requirement and A > R as the same candidate codec being better than the best reference codec.

The aggregated score matrix 𝐒 has zero diagonal and its elements are constrained onto [image: image21.png][—1, 1].



 Hence, a candidate codec that is always worse than all other candidate codecs and fails all performance requirements obtains a score of –1, or –100%.  A candidate codec that is better than all other candidate codecs across the test conditions and passes all performance requirements obtains a score of 1, or 100%.
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 used for aggregating the per condition score matrices [image: image25.png]


  over all related conditions c to the total score matrix [image: image27.png]


 is defined by scaling the weights given by Table 1 of EVS-5b Selection Rules such that all conditions to be taken into account in the particular ranking sum up to unity.
Example A
Let us continue the simplistic example of S4-131007 on two test conditions for illustrating the notation and the use as well as properties of the ranking metric.  


Let us consider the five candidate codecs A, B, C, D, and E in two test conditions denoted by [image: image29.png]
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.  Let us further assume that in the test condition [image: image33.png]


 the candidate codecs and the reference are ranked in a statistical sense such that A > R = B = C = D > E and in the other test condition [image: image35.png]


such that B = C = D > A = R > E.  This ranking is exactly as in Example A of S4-131007 except the reference R is introduced.

The resulting per condition score matrices are thus

[image: image37.png]0 0 0 0 0
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Assuming a weight of 12 for both conditions, this yields the aggregated score matrix
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Now, the final score [image: image43.png]


 is obtained through the column and row sums [image: image45.png]


 and n of this aggregated score matrix as
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The resulting final score [image: image49.png]


 is read such that the candidate codecs A, B, C, and D all tie with a score of 30%, outperforming E that is always worse than all others as well as fails both performance requirements and therefore scores –100%.

Note that the score matrix does not penalize or favour the candidate codecs B, C, and D that are statistically equivalent in both conditions [image: image51.png]
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.   This is contrary to mere counting better than scores.
3. Conclusion
The sources propose a selection rule for EVS-5b Selection Rules with two options of the ranking metric presented for discussion and feedback. The option of the ranking metric presented for the first time in this input contribution attempts to address the requests for incorporating the performance requirements directly into the ranking. 

 1
 4

